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Abstract—Cooperative communication (CC) exploits space diversity through allowing multiple nodes cooperatively relay signals to the

receiver so that the combined signal at the receiver can be correctly decoded. Since CC can reduce the transmission power and

extend the transmission coverage, it has been considered in topology control protocols [1], [2]. However, prior research on topology

control with CC only focuses on maintaining the network connectivity, minimizing the transmission power of each node, whereas

ignores the energy efficiency of paths in constructed topologies. This may cause inefficient routes and hurt the overall network

performance in cooperative ad hoc networks. In this paper, to address this problem, we introduce a new topology control problem:

energy-efficient topology control problem with cooperative communication, and propose two topology control algorithms to build

cooperative energy spanners in which the energy efficiency of individual paths are guaranteed. Both proposed algorithms can be

performed in distributed and localized fashion while maintaining the globally efficient paths. Simulation results confirm the nice

performance of all proposed algorithms.

Index Terms—Cooperative communication, topology control, energy efficiency, greedy algorithm, spanner.
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1 INTRODUCTION

WIRELESS ad hoc networks have various civilian and
military applications which have drawn considerable

attentions in recent years. One of the major concerns in
designing wireless ad hoc networks is to reduce the energy
consumption as the wireless nodes are often powered by
batteries only. Topology control [3], [4], [5], [6] is one of the
key energy saving techniques which have been widely
studied and applied in wireless ad hoc networks. Topology
control lets each wireless node to select certain subset of
neighbors or adjust its transmission power in order to
conserve energy meanwhile maintain network connectivity.

Chen and Huang [7] first studied the strongly connected
topology control problem, which aims to find a connected
topology such that the total energy consumption is
minimized. They proved such problem is NP-complete.
Several following works [8], [9], [10], [11], [12], [13], [14]
have focused on finding the minimum power assignment so
that the induced communication graph has some “good”
properties in terms of network tasks such as disjoint paths,
connectivity or fault-tolerance. On the other hand, several
localized geometrical structures [15], [16], [17], [18], [19],
[20] have been proposed to be used as underlying
topologies for wireless ad hoc networks. These geometrical
structures are usually kept as few link as possible from the
original communication graph and can be easily con-
structed using location information.

Recently, a new class of communication techniques,
cooperative communication (CC) [21], [22], has been
introduced to allow single antenna devices to take the

advantage of the multiple-input-multiple-output (MIMO)
systems. This cooperative communication explores the
broadcast nature of the wireless medium and allows nodes
that have received the transmitted signal to cooperatively
help relaying data for other nodes. Recent study has shown
significant performance gain of cooperative communication
in various wireless network applications: energy efficient
routing [23], [24], [25], [26], broadcasting [27], [28], [29],
multicasting [30], connectivity/coverage improvement [31],
[32], and relay selection for throughput maximization or
energy conservation [33], [34], [35], [36].

The cooperative communication techniques can also be
used in topology control to further reduce the transmission
energy consumption [1] or to improve the network con-
nectivity [2]. In [1], Cardei et al. first studied the topology
control problem under CC model which aims to obtain a
strongly connected topology with minimum total energy
consumption. They first showed that this problem is NP-
complete and then proposed two algorithms that start from a
connected topology (the output of a traditional topology
control algorithm) and further reduce the energy consump-
tion using CC model. In [2], Yu et al. applied CC model in
topology control to improve the network connectivity as well
as reduce transmission power. Their algorithm first con-
structs all candidates of bidirectional links using CC model to
connect different disconnected components, then generates
MST structure to further reduce the energy consumption.

Even though the proposed solutions in [1], [2] can
guarantee the network connectivity and reduce the energy
consumption by constructing a sparse structure under CC
model, they do not consider the energy efficiency of paths
among nodes in the constructed structure. Fig. 1 shows an
example network with n nodes. Assume that the link v1vn
needs exactly the maximal transmission power at node v1,
and all other links need slightly smaller transmission power.
In addition, we assume that there is no CC transmission
possible due to the value of maximal transmission power and
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the signal-to-noise ratio (SNR) threshold. Then, if we apply
the topology control algorithms in [1], [2], all of them will
remove link v1vn to minimize the energy consumption.
However, such operation will hurt the route between v1 and
vn. The least energy path between them now (v1 sends via
v2 . . . vn�1 to vn) could be arbitrarily large compared with the
optimal one (v1 directly sends to vn). It is also easy to construct
a similar example where v1vn is a link via cooperative
communication. Therefore, we hope that the sparseness of the
constructed topology under CC model should not compro-
mise too much on energy efficiency of communication paths.
Such problem has been studied in traditional topology
control algorithms (without CC) [17], [18], [20], [37], [38],
[39]. In [17], Li et al. first introduced the concept of energy
spanner into topology control. Here, a subgraphG0 is called an
energy spanner of a graphG if there is a positive real constant t
such that for any two nodes, the energy consumption of the
least energy cost path in G0 is at most t times of the energy
consumption of the least energy cost path in G. Several
geometric structures [17], [18], [20] have been proved to be
energy spanners. Recently, [37], [38], [39] also studied how to
assign the transmission power for each node such that the
induced communication graph is an energy spanner of the
original communication graph meanwhile the total power
level of all nodes is minimized. However, so far there is no
energy spanner proposed under CC model yet.

Hereafter, we differentiate the terms of energy consumption
and energy efficiency over a topology to represent two
important but different energy concepts in topology control
for wireless networks. Energy consumption of a topology is
usually the total transmission power of all nodes or links in
the topology; while energy efficiency of a topology is defined
as whether the topology is an energy spanner to support
energy efficient routing. Both concepts are important aspects
for saving energy in wireless networks (one focuses on
maintaining costs, while the other focuses on routing costs).
These two concepts are contradict in topology control. A

denser topology usually achieves better energy efficiency but
may lead to higher energy consumption. Our energy
efficiency topology control problem defined in this paper
looks for the tradeoff between these two energy aspects.

In this paper, we study the energy efficient topology
control problem with CC model by taking the energy
efficiency of routes into consideration. Taking advantage of
physical layer design that allows combining partial signals to
obtain the complete data, we formally define cooperative
energy spanner in which the least energy path between any
two nodes is guaranteed to be energy efficient compared
with the optimal one in the original cooperative commu-
nication graph. We then introduce the energy-efficient topology
control problem with CC (ETCC), which aims to obtain a
cooperative energy spanner with minimum total energy
consumption, and prove its NP-completeness. Therefore, as
solutions for ETCC, we propose two topology control
algorithms to build energy-efficient cooperative energy
spanners. Both algorithms can guarantee the bounded
energy stretch factor and are easy to be implemented in a
distributed and localized fashion. Our simulation results
confirm the nice performance of these proposed algorithms.

The rest of this paper is organized as follows: In Section 2,
we summarize related works in topology control for wireless
networks. In Section 3, we introduce the network model used
by our methods and formally define the cooperative energy
spanner and the new corresponding topology control
problem under CC model. Two topology control algorithms
for constructing energy-efficient cooperative energy span-
ners are then proposed in Section 4. Section 5 discusses how to
perform the proposed algorithms in localized fashion while
maintaining the stretch factor bounds. Section 6 presents the
simulation results. Finally, Section 7 concludes the paper by
pointing out some possible future directions. A preliminary
conference version of this paper appeared in [40].

2 RELATED WORK

Topology control has drawn a significant amount of
research interests in wireless ad hoc networks [8], [9], [10],
[11], [12], [13], [14], [17], [18], [19], [20]. Primary topology
control algorithms aim to maintain network connectivity
and conserve energy by selecting certain subset of neigh-
bors and adjusting the transmission power of wireless
nodes. Comprehensive surveys of topology control can be
found in [3], [4], [5], [6].

2.1 Topology Control for Connectivity

The strongly connected topology problem with a minimum
total energy consumption was first studied by Chen and
Huang [7]. They proved that to find a connected topology
such that the total energy consumption is minimized is NP-
complete. An approximation algorithm with a performance
ratio of 2 is given when the links are symmetric. In last
decade, variations of this problem (with symmetric or
asymmetric links) have been studied and many approxima-
tion algorithms have been proposed [8], [9], [10], [11], [12].
In addition, several localized geometrical structures [15],
[16], [17], [18], [19], [20] have been proposed to be used as
topologies for wireless ad hoc networks. These geometrical
structures can be constructed using neighbors’ location
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Fig. 1. Inefficiency of Current Topology Control Methods with CC:
Solutions in [1], [2] will remove link v1vn to minimize the total energy
consumption, thus will lead to an inefficient path from v1 to vn.



information in order to remove as many links as possible
from the original communication graph. Each node only
selects certain neighbors (neighbors in the constructed
structure) for communication.

2.2 Topology Control for Energy Efficiency

Besides connectivity guarantee, a good network topology
should also be energy efficient, i.e., the total energy
consumption of the least energy cost path between any
two nodes in the final topology should not exceed a constant
factor of the power consumption of the least energy cost path
in the original network. In [17], Li et al. first introduced the
concept of energy spanner into topology control. A subgraph
G0 is called an energy spanner of a graphG if there is a positive
real constant t such that for any two nodes, the energy
consumption of the least energy cost path in G0 is at most t
times of the energy consumption of the least energy cost
path in G. The constant t is called the energy stretch factor and
G0 is called an energy t-spanner ofG. A power spanner of the
original communication graph is usually energy efficient for
routing, since it guarantees that there is an efficient path
between each pair of nodes. Several geometrical topologies
[17], [18], [20] are energy spanners of unit disk graph (where
every node uses its maximum transmission power) while
others [15], [16], [19] are not. In [37], Wang and Li introduced
a new topology control problem: the minimum power energy
spanner problem, which aims to find the optimum transmis-
sion power of each individual node such that 1) the induced
communication graph is an energy t-spanner of the original
communication graph; and 2) the total power level of all
nodes is minimized. They first proved that the problem is
NP-complete and then presented two heuristics for the
construction of a low cost power assignment with an energy
spanner property for unit disk graphs. Recently, Shpungin
and Segal [38] provided the first approximation algorithm
for this problem. They first presented a basic method to
construct an energy t-spanner such that the total power
consumption is at most � � n times of the optimal solution,
for any t > 1 and � � 1þ 2

t�1 . Then, they generalized the
basic method for a randomly distributed network to build an
energy Oðð1þ aÞ n�mm lognþ aÞ-spanner with high probabil-
ity such that the total power is at most ð� �mþ 2Þ times of
the optimal, for any a > 1, � � 1þ 2

a�1 , and any positive
integer m � n. Abu-Affash et al. [39] presented a constant
approximation algorithm for the minimum power energy
spanner problem. Their method can build a planar energy t-
spanner such that the total power is at most 2ð1þ 2

t�1Þ times
of the optimal when the underlying communication graph is
a completed graph or a unit disk graph.

2.3 Topology Control with Cooperative
Communication

The appearance of cooperative communication models also
injects a new element in the topology control area. In [1],
Cardei et al. first studied the topology control problem
under cooperative communication model (denoted by TCC)
which aims to obtain a strongly connected topology with
minimum total energy consumption. They first showed that
this problem is NP-complete and then proposed two
algorithms that start from a connected topology assumed
to be the output of a traditional (without using CC)

topology control algorithm and reduce the energy con-
sumption using CC model. The first algorithm (DTCC) uses
2-hop neighborhood information where each node tries to
reduce the overall energy consumption within its 2-hop
neighborhood without hurting the connectivity under CC
model. The second algorithm (ITCC) starts from a mini-
mum transmission power, and iteratively increases its
power until all nodes within its 1-hop neighborhood are
connected under CC model. Observing that the CC
technique can also extend the transmission range and thus
link disconnected components, Yu et al. [2] applied CC
model in topology control to improve the network
connectivity as well as reduce transmission power. Their
algorithm first constructs all candidates of bidirectional
links using CC model (called cooperative bridges) which can
connect different disconnected components in the commu-
nication graph with maximum transmission power. Then,
they apply a 2-layer MST structure (one MST over the CC
links to connect the components, the other is inside each
component) to further reduce the energy consumption.

To the best of our knowledge, [1] and [2] are the only
papers to address the topology control problem under CC
model. However, both work do not consider energy
efficiency of the constructed topology. Even though the
proposed solutions in [1], [2] can guarantee the network
connectivity and reduce the energy consumption of the
topology, they may hurt the energy efficiency of paths
among nodes. As shown by the example in Fig. 1, the least
energy path between two nodes could be arbitrarily large
compared with the optimal one. This is unacceptable for
many energy-critical applications of cooperative ad hoc
networks. Therefore, in this paper, we study the energy
efficient topology control problem with CC model.

3 MODEL AND PROBLEM FORMULATION

In this section, we first describe the cooperative commu-
nication model and corresponding network model used by
our topology control problem and algorithms. Then, we
formally define the cooperative energy spanners and introduce
the energy-efficient topology control problem with cooperative
communication.

3.1 Cooperative Communication Model

Our cooperative communication model is similar to those of
[1], [2], [21], [22]. Every node vi can adjust its transmission
power Pi which is limited by a maximum value PMAX. In
the traditional communication model, without cooperative
communication, a sending node vi can successfully com-
municate with a receiving node vj directly, only when the
transmission power of vi satisfy

Pi � ðdijÞ�� � � ðPi � PMAXÞ: ð1Þ

Here, � is the path loss exponent (usually between 2 and 4), �
is the minimum average signal-to-noise ratio for decoding
received data, and dij is the distance between node vi and
node vj. In this paper, we focused on the interference-limited
regime, where the noise is small compared to signals.

Cooperative communication model takes advantage of
the physical layer design [21] that combines partial signals
to obtain the complete information. Thus, a complete
communication from node vi to node vj can be achieved
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with cooperative communication if vi transits the signal
with a set of helper nodes Hij and the summation of their
transmission power satisfiesX

vk2vi[Hij

Pk � ðdkjÞ�� � � ðPk � PMAXÞ: ð2Þ

Fig. 2a shows such an example. Node v1 wants to transmit
data to node v2. Using cooperative communication, it can
first transmit to its nearby neighbors v3 and v4, then the
three nodes together transmit to v2. If the combined SNR is
larger than � , v2 can successfully decode the data. Notice
that, when node v1 transmits data to its helpers v3 and v4 in
the first phase, v2 also receives a partial data from v1. Thus,
in some CC models, such partial data are used by v2 to
jointly decode the original data during the second phase of
CC transmission. In this paper, we ignore such partial data
during the first phase for simplicity (as [2] did). However,
the proposed algorithms can be easily adopted to the model
where the partial data are considered during decoding.
Physical layer techniques for implementation of CC could
be found in [23]. Carefully selecting the helper set and using
cooperative communication can reduce the transmission
power and extend the transmission coverage. For example,
if v1 cannot directly reach v2 (i.e., PMAX � ðd12Þ�� < �), its
transmission coverage can be extended with v3 and v4’s
help. On the other hand, even v1 can directly reach v2, if the
transmission power it needs is larger than the sum of
transmission power consumes when using CC, i.e.,
P1 þ P3 þ P4 < � � ðd12Þ�, CC transmission can still save
energy from the direct transmission.

3.2 Network Model

We consider a wireless ad hoc network with n nodes which
are capable of receiving and combining partial received
packets in accordance with the CC model. The network
topology is modeled as a 2D directed graph: G ¼ ðV ;EÞ,
where V ¼ ðv1; . . . ; vnÞ denotes the set of wireless nodes and
E denotes a set of directed communication links. A directed
link vivj 2 E denotes that node vi can transmit data to node
vj either directly or using CC. NðviÞ is the set of direct
neighbor nodes of vi within its maximum transmission
range Rmax, i.e., for all vk 2 NðviÞ, there exists Pi � PMAX

such that Pi � ðdikÞ�� � � . In other words, node vi is able to
communicate with its neighbor vk directly. We assume that
each node has a unique ID and knows its own location
information. Node ID and location information are ex-
changed among all nodes. Then, we can define several
important concepts.

Definition 1 (Direct Link). A direct link vivj is a link in E
representing that node vi can transit the information to node vj

directly (i.e., without CC). We use a solid black line to denote a
direct link.

Definition 2 (Helper Node Set). Hij symbolizes the helper
node set including all helper nodes of node vi for its CC
transmission to vj. In this paper, we assume all helper nodes of vi
must be a direct neighbor of vi, i.e.,Hij � NðviÞ. In other words,
all elements in NðviÞ are the candidates of helper nodes of vi.

Definition 3 (Helper Link). A helper link is a direct link vivk
between a source node vi and its helper node vk. For example,
the link v1v3 is a helper link in Fig. 2a.

Definition 4 (Cooperative Communication Link (CC-
link)). A CC-link gvivj is a link in E representing node vi
can transit the information to node vj cooperatively with a set
of helper nodes Hij. We use a solid blue line to denote a CC-
link. As shown in Fig. 2b, link gv1v2 is a CC-link.

The unions of all direct links and CC-links are E andeE, respectively. Similarly, we define the direct commu-
nication graph and CC communication graph as G ¼
ðV ;EÞ and eG ¼ ðV ; eEÞ, respectively. Notice that E ¼
E þ eE and G ¼ Gþ eG.

In traditional topology control problem, the direct
communication graph G is assumed to be strongly connected
(i.e., any two nodes vi; vj 2 V are mutually reachable by
direct links). Similarly, we can assume the strongly
connectivity of the network G under CC model for our
new cooperative topology control problem.

Definition 5 (Strongly Connected under CC Model). The
cooperative network G is strongly connected under CC
model if and only if for any two nodes vi and vj there exists a
directed path to connect them in G. In other words, by using
the combination of direct links and CC-links the packet from
any source node can reach any other node in the network.

3.3 Cooperative Energy Spanners

In [1], given a strongly connected direct communication
graph G, the authors studied how to use a few CC-links
replacing some direct links such that the resulting graph G0

is strongly connected under CC model and the total energy
consumption is minimized. In [2], given a strongly
connected communication graph G under CC model (the
corresponding G may be disconnected), the authors studied
how to build a sparse subgraph G0 such that G0 is strongly
connected under CC model and the total energy consump-
tion is minimized. Both existing works on topology control
under CC model [1], [2] do not consider the energy
efficiency of paths inside the generated topologies. Notice
that the method in [1] can take the output of a traditional
energy-efficient topology control (without using CC) as its
input and construct an energy spanner of the direct
communication graph G, however, it may not be an energy
spanner of the overall communication graph G. In the
example of Fig. 1, if the link v1vn is a CC-link, the method in
[1] will not add it in the final topology, thus, it will cause an
arbitrarily large energy stretch factor between v1 and vn. To
address the energy efficient problem, we formally define
the energy consumption of each link and each path in
cooperative ad hoc networks.

Definition 6 (Link Weight). For each link vivj 2 E, we define
the link weight wðvivjÞ represents the minimum total energy
consumption(i.e., total transmission power) of all nodes
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Fig. 2. Cooperative Communication: (a) v1 together with its helpers v3

and v4 transmit to v2 using cooperative communication; (b) a CC linkgv1v2 represents such cooperative communication.



participated in maintaining a directed link from vi to vj. For a
direct link vivj, wðvivjÞ ¼ �d�ij. For a CC-link gvivj, to select a
set of helper nodes Hij for vi from its one-hop neighbors NðviÞ,
such that the total energy consumption of the constructed CC-
link is minimized, is a challenging problem itself. Therefore, we
use an estimated total energy cost as follows, for gvivj with a
selected helper node set Hij

wðgvivjÞ ¼ �

ðmaxvk2Hij
dikÞ��

þ ðjHijj þ 1Þ � �P
vk2vi[Hij

ðdkjÞ��
: ð3Þ

Here, jHijj denotes the number of elements in set Hij. The
link weight of a CC-link includes two parts: the first one is
the energy consumption for node vi to communicate with
its helper node set Hij directly, and the second part is the
total energy consumption for vi and its helpers in Hij to
cooperatively communicate with vj. Notice that here we
simplify the CC-model by assuming the transmission
powers of node vi and its helper node set Hij during CC
transmission are the same. In addition, we only consider the
transmission power at each sender here. However, it is easy
to extend our model to take the receiver’s power into
consideration. If the receiving power at each receiver is
denoted by Pr, we can simply add Pr and ðjHijj þ 1ÞPr to
wðvivjÞ and wðgvivjÞ, respectively. This will not affect our
proposed algorithms and analysis.

Consider a unicast path �ðvi; vjÞ in a cooperative network
G from node vi to node vj under CC model, the total
transmission energy consumed by this path �ðvi; vjÞ is
pð�ðvi; vjÞÞ ¼

P
e2�ðvi;vjÞ wðeÞ. Here, e can be either a direct

link or a CC-link. Let PGðvi; vjÞ be the path consuming the
least energy among all paths connecting vi and vj in G. We
call PGðvi; vjÞ the least-energy path in G for vi and vj. Let
pðPGðvi; vjÞÞ be the total energy of the least-energy path.
Then, we can define the stretch factor as follows:

Definition 7 (Energy Stretch Factor). Let G0 be a subgraph1 of
G. The energy stretch factor of a node pair ðvi; vjÞ in G0 under
CC model with respect to G is defined as �G

0

G ðvi; vjÞ ¼
pðPG0 ðvi;vjÞÞ
pðPGðvi;vjÞÞ . See Fig. 3 for illustration. The energy stretch
factor of G0 under CC model with respect to G is the defined as

�GðG0Þ ¼ max
vi;vj2V

�G
0

G ðvi; vjÞ ¼ max
vi;vj2V

pðPG0 ðvi; vjÞÞ
pðPGðvi; vjÞÞ

: ð4Þ

Definition 8 (Cooperative Energy t-Spanner). A subgraph
G0 of the cooperative network G is a cooperative energy t-
spanner of G if its stretch factor under CC model with respect
to G is no larger than a constant t, i.e., �GðG0Þ � t.

If a topology is a cooperative energy spanner of the
original communication graphG, then we guarantee there is
a path between each pair of nodes whose energy consump-
tion is similar to the original optimal one when all possible
direct and CC links are used. This will benefit energy
efficient routing performance on the network topology.

3.4 Problem Formulation

Now we can define the new topology control problem we
will study in this paper.

Energy-Efficient Topology Control Problem with CC.
Given a wireless multihop network G ¼ ðV ;EÞ which is
strongly connected under CC model, assign transmission
power Pi to every node vi such that 1) the induced topology
G0 from this power assignment is a cooperative energy t-
spanner of G, i.e., �GðG0Þ � t; and 2) the sum of transmis-
sion power of all nodes,

P
vi2V Pi, is minimized.

Notice that the spanner property also guarantees that the
induced topology G0 is strongly connected under CC model.
The above topology control problem is equivalent to the
following one: given the strongly connected G, construct a
substructure G0 spanning all nodes such that 1) G0 is a
cooperative energy t-spanner of G; and 2) the induced
power assignment from G0 minimizes the total transmission
energy

P
vi2V Pi. Here, the induced transmission power of

node vi from G0 is the maximum power to support all of its
outgoing links in G0.

Hardness of ETCC. In [1], [2], the topology control
problem under cooperative communication model (TCC),
which aims to minimize the total energy while maintaining
the connectivity, has been proved to be NP-complete. Now
we also prove that ETCC is also NP-complete. Given the
power assignment for each node in the network, it is easily
to verify in polynomial time whether the energy stretch
factor of the induced topology G0 is less than or equal to t
and whether the total cost of this assignment is less than a
fixed value. Thus, ETCC belongs to the NP-class. In
addition, TCC problem is a special case of ETCC, where
the stretch factor constrain t is set to an arbitrarily large
constant. In such case, the spanner property reduces to the
basic connectivity requirement. As TCC is NP-complete,
ETCC is also NP-complete. Therefore, in this paper, we will
focus on heuristic algorithms to guarantee the spanner
property while minimizing the transmission energy.

Table 1 lists all the symbols used in the paper.

4 ENERGY-EFFICIENT TOPOLOGY CONTROL WITH

COOPERATIVE COMMUNICATION

In this section, we propose two topology control algorithms
which build energy-efficient cooperative energy spanners.
To keep the proposed algorithms simple and efficient, we
only consider its one-hop neighbors as possible helper nodes
for each node when CC is used. Thus, the original cooperative
communication graph G contains all direct links and CC-
links with one hop helpers, instead of all possible direct links
and CC-links. In addition, for each pair of nodes vi and vj, we
only maintain one link with least weight if there are multiple
links connecting them. Here, all links are directional links.
Both proposed algorithms are greedy algorithms. The major
difference between them is the processing order of links. The
first algorithm deletes links from the original graph G
greedily, while the second algorithm adds links into G00
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Fig. 3. Energy stretch factor: the energy stretch factor of a node pair

ðvi; vjÞ in G0 with respect to G, �G
0

G ðvi; vjÞ ¼
pðPG0 ðvi;vjÞÞ
pðPGðvi;vjÞÞ , represents the

difference between the costs of least-energy paths in G0 and G.

1. Here, a subgraph G0 has the same vertex set V with the graph G but
with less links than G.



greedily. Here, G00 is a basic connected subgraph of G. Both
algorithms can guarantee the cooperative energy spanner
property of the constructed graph G0.

4.1 Greedy Algorithm 1—Deleting Links

We first propose a simple greedy algorithm for energy-

efficient topology control, which is inspired by the classical

greedy algorithm [41], [42] for low-weight spanner. The

general idea is to start with the original cooperative

communication graph G as described above. Then, gradu-

ally delete the least energy-efficient link (the link with

highest weight) from G if doing so does not break the

energy stretch factor requirement. Finally, the transmission

power of each node is decided from the constructed

topology G0. The details of these three steps are as follows:
Step 1: Construction of G. Initially, G is an empty graph.

First, add every direct links vivj into G, if node vi can reach
node vj when it operates with PMAX. Then, for every pair of
nodes vi and vj, we select a set of helper nodes Hij for node
vi from its one-hop neighbors NðviÞ, such that the link
weigh wðgvivjÞ of the constructed CC-link is minimized.
Notice that this helper node decision problem is challenging
even under our assumption that the transmission powers of
vi and its helper node set to maintain CC-link are the same.
If we try all combinations of the helper sets to find the
optimal helper set which minimizes the total energy
consumption of vi and its helpers, the computational
complexity is exponential to the size of the one-hop
neighborhood NðviÞ. It is impractical to do so in case of a
large number of neighbors. Therefore, we directly use the
greedy heuristic algorithm1 in [2], Greedy Helper Set
Selectionðvi;NðviÞ; vjÞ, to select the helper set Hij. For
details, please refer to [2]. Then, we compare wðgvivjÞ with

pðPGðvi; vjÞÞ which is the current shortest path from node vi
to node vj in G. If wðgvivjÞ < pðPGðvi; vjÞÞ and

�P
vk2vi[Hij

ðdkjÞ��
� PMAX;

add this CC-link gvivj into G. If there already exists a direct
link vivj, delete it after the new CC-link gvivj is added (since
it costs more energy than the CC-link). Notice that if

�P
vk2vi[Hij

ðdkjÞ��
� PMAX;

node vi cannot communicate with node vj within one-hop
even in CC model.

Step 2: Construction of G0. Copy all links in G to G0, and
sort them in the descending order of their weights. Start to
process all links one by one and delete the link vivj from G0

if G0 � vivj is still a cooperative energy t-spanner of G.
Hereafter, we use G� e or Gþ e to denote the graph
generated by removing link e from G or adding link e into
G, respectively. In addition, when a CC-link gvivj is kept in
G0, all its helper links must be kept in G0 too.

Step 3: Power Assignment from G0. For each node vi, its
transmission power is decided by the following equation:

Pi ¼ max max
vivj2G0

Pd
i ðjÞ; maxfvivj2G0 Pcc

i ðjÞ
( )

: ð5Þ

Here, Pd
i ðjÞ ¼ �

d��ij
and

Pcc
i ðjÞ ¼

�P
vk2vi[Hij

ðdkjÞ��

are the energy consumption at vi for a direct link vivj and a
CC-link gvivj, respectively.

Algorithm 1 gives the detailed topology control algo-
rithm. The guarantee of the energy t-spanner property is
straightforward, since links are deleted from G0 only when
the deletion does not break the t-spanner requirement.
The time complexity of Algorithm 1 is Oðn2� log � þ
mnðn lognþmÞÞ ¼ Oðmnðn lognþmÞÞ, where n, m, and
� are the number of nodes, the number of links (both direct
links and CC-links), and the maximum node degree of the
original cooperative communication graph G, respectively.
Detailed time complexity of each part of this algorithm is as
follow: Lines 2-6 cost Oðn2Þ; Lines 7-15 cost Oðn2� log �Þ;
Line 17 needs perform ordering with cost of Oðm logmÞ;
and Lines 18-23 cost Oðmnðn lognþmÞÞ for testing the
stretch factor requirement.

Algorithm 1. Greedy Algorithm 1 - Deleting Links

Input: A set of n wireless nodes V and nodes’ locations; the

maximum transmission power PMAX; and the energy

stretch factor requirement t.

Output: A topology G0 and its induced power assignment

Pi for each node vi.

1: G ¼ ðV ; �Þ;
2: for all vi and vj 2 V do

3: if PMAXðdijÞ�� � � then

4: Add direct link vivj into G;

5: end if

6: end for
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TABLE 1
Summary of Notations



7: for all vi and vj 2 V do

8: Hij ¼ Greedy Helper Set Selection ðvi;NðviÞ; vjÞ;
9: if wðgvivjÞ < pðPGðvi; vjÞÞ and �P

vk2vi[Hij
ðdkjÞ��

� PMAX

then

10: Add CC-link gvivj into G;
11: if direct link vivj 2 G then

12: Delete vivj from G;

13: end if

14: end if

15: end for

16: Copy G to G0;

17: Sort all links vivj 2 G0 in the descending order of their

weights and mark them deletable;
18: for all link vivj 2 G0 processed in the sorted order do

19: if �GðG0 � vivjÞ � t and vivj is deletable then

20: Delete link vivj from G0;

21: else if link vivj is a CC-link then

22: Make all helper links vivk for vk 2 Hij undeletable;

23: end if

24: end for

25: for all vi 2 V do

26: Pi ¼ maxfmaxvivj2G0P
d
i ðjÞ;maxfvivj2G0Pcc

i ðjÞg;
27: end for

Figs. 4a, 4b, 4c, and 4d show the process of Algorithm 1 on a
simple CC network. Fig. 4a gives all possible links (both direct
links and CC links) in the network G. Algorithm 1 tries to
remove links with high costs without hurting the stretch
factor beyond the requirement. In this example, assume that
the stretch factor requirement t ¼ 3. Removing two links with
cost 5 and 7 (shown in Figs. 4b and 4c) does not affect the
stretch factor. Removing link cd (shown in Fig. 4d) raises the
stretch factor to 7

3:1 � 2:26 which still satisfies the requirement.
However, further removing link ab will lead to too large
stretch factor (10

3:1 � 3:23). Therefore, the output topology of
Algorithm 1 is Fig. 4d.

4.2 Greedy Algorithm 2—Adding Links

The second topology control algorithm starts with a sparse
topology G00 which is strongly connected under CC model.
We can use the output of the algorithm in [2] as the initial

topology. Then, we gradually add the most energy-efficient
link into G00. Here, the energy-efficiency of a link is defined
as the gain on reducing energy stretch factors by adding
this link. Our algorithm will terminate until the constructed
graph G0 satisfies the energy stretch factor requirement. The
detail steps are summarized as follows:

Step 1: Construction of G and G00. The step of
constructing G is the same as the one in Algorithm 1. Then,
we call the algorithm in [2] to generate G00, a connected
sparse subgraph of G.

Step 2: Construction of G0. Initialize G0 ¼ G00, for every
link vivj 2 G but 62 G0, compute its stretch-factor-gain
gG

0

G ðvivjÞ as follows:

gG
0

G ðvivjÞ ¼
X

vp;vq2V

�
�G

0

G ðvp; vqÞ � �
G0þvivj
G ðvp; vqÞ

�
: ð6Þ

In other words, the total gain of a link vivj is the summation
of the improvement of stretch factors of every pair of nodes
in G0 after adding this link. In each step, we greedily add
the link with the largest stretch-factor-gain into G0. If there
is a tie, we use the link weight to break it by adding the link
with the least weight. We repeat this procedure until G0

meets the stretch factor requirement t.
Step 3: Power Assignment from G0. For every node vi,

assign its power level Pi using (5).
Algorithm 2 gives the detailed topology control algo-

rithm. The guarantee of the energy t-spanner property is
straightforward since the algorithm terminates adding links
until the t-spanner requirement is satisfied. In the worst
case, every links are added into G0, then the t-spanner
requirement must be satisfied. The time complexity of
Algorithm 2 is also Oðmnðn lognþmÞÞ. Detailed time
complexity of each part of this algorithm is as follows:
Lines 2-6 cost Oðn2Þ; Lines 7-15 cost Oðn2� log �Þ; Line 16
costs Oðmþ n lognÞ for building the minimum spanning
tree; and Lines 18-23 cost Oðmnðn lognþmÞÞ for testing the
stretch factor gain.

Algorithm 2. Greedy Algorithm 2 - Adding Links
Input: A set of n wireless nodes V and nodes’ locations; the

maximum transmission power PMAX; and the energy

stretch factor requirement t.

Output: A topology G0 and its induced power assignment

Pi for each node vi.

1: G ¼ ðV ; �Þ;
2: for all vi and vj 2 V do

3: if PMAXðdijÞ�� � � then

4: Add direct link vivj into G;

5: end if

6: end for

7: for all vi and vj 2 V do

8: Hij ¼ Greedy Helper Set Selection ðvi;NðviÞ; vjÞ;
9: if wðgvivjÞ < pðPGðvi; vjÞÞ and �P

vk2vi[Hij
ðdkjÞ��

� PMAX

then

10: Add CC-link gvivj into G;
11: if direct link vivj 2 G then

12: Delete vivj from G;

13: end if

14: end if

15: end for
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Fig. 4. Examples of two greedy algorithms: (a) communication graph G;

(b)-(d) deleting links from G using Algorithm 1; (e)-(f) adding links from

the connected sparse topology G00 using Algorithm 2. Link weights are

labeled on links, and the stretch factor requirement t ¼ 3.



16: Call the algorithm in [2] to generate a connected sparse
topology G00 of G;

17: Copy G00 to G0;

18: while �GðG0Þ > t do

19: for all link vivj 2 G but 62 G0 do

20: gG
0

G ðvivjÞ ¼
P

vp;vq2V ð�
G0

G ðvp; vqÞ � �
G0þvivj
G ðvp; vqÞÞ;

21: end for

22: Add link vivj with the largest stretch-factor-gain

gG
0

G ðvivjÞ into G0; If there is a tie, break it by adding
the link with the least weight wðvivjÞ; If link vivj is

a CC-link, also add all helper links vivk for vk 2 Hij

in G0.

23: end while

24: for all vi 2 V do

25: Pi ¼ maxfmaxvivj2G0P
d
i ðjÞ;maxfvivj2G0Pcc

i ðjÞg;
26: end for

Consider the same network in Fig. 4a. Algorithm 2 first
constructs a connected sparse topologyG00 as shown in Fig. 4e
and copy it to G0. Obliviously, G0 cannot satisfies the stretch
factor requirement. Thus, Algorithm 2 greedily chooses new
links to add to decrease the stretch factor. Based on the
stretch-factor-gain defined in (6), we can calculate the gain of
adding link ab or cd as follows:

gG
0

G ða; bÞ ¼
�
�G

0

G ða; bÞ � �G
0þab

G ða; bÞ
�
þ
�
�G

0

G ðc; dÞ � �G
0þab

G ðc; dÞ
�

¼ 6

3
� 1

� �
þ 10

3:1
� 7

3:1

� �
� 1:97

and

gG
0

G ðc; dÞ ¼
�
�G

0

G ða; bÞ � �G
0þcd

G ða; bÞ
�
þ
�
�G

0

G ðc; dÞ � �G
0þcd

G ðc; dÞ
�

¼ 6

3
� 6

3

� �
þ 10

3:1
� 1

� �
� 2:23:

Therefore, Algorithm 2 adds cd into the topology G0 with a
larger gain. Since this results stretch factor of 2 which
satisfies the requirement, the algorithm exists with Fig. 4f as
its output topology.

In Algorithm 2, we consider the summation of all
improvements on stretch factors of every pair of nodes in
G0 as the stretch-factor-gain of a link. However, for
certain pairs of nodes, if their stretch factors are already
below t, further improvement for these pairs may not be
very useful. Therefore, we can change the definition of
stretch-factor-gain to

gG
0

G ðvivjÞ ¼
X

ðvp;vqÞ2B

�
�G

0

G ðvp; vqÞ � �
G0þvivj
G ðvp; vqÞ

�
: ð7Þ

Here, B is the set of node pairs in G0 whose stretch factor is
still larger than t. By doing so, we hope that the algorithm
can converge faster. However, this method may also lead
to a situation where no link can provide further gain on
stretch-factors, meanwhile the entire network’s stretch
factor is still larger than t. In this case, we can either use
the original Algorithm 2 as the backup or directly add one
least-energy path in G to G0 whose stretch factor in G0 is
the largest. Similarly, another alternative way to compute
the stretch-factor-gain is

gG
0

G ðvivjÞ ¼ �GðG0Þ � �GðG0 þ vivjÞ; ð8Þ

in which the gain is defined as the improvement of overall
stretch factor.

5 LOCALIZED ENERGY-EFFICIENT TOPOLOGY

CONTROL WITH LOCAL INFORMATION

The two proposed topology control algorithms (Algorithms 1
and 2) are both centralized algorithms, since they need the
global information of the network. However, such solutions
are not very practical for certain applications, since the ad hoc
networks are usually self-organized and without centralized
control. Thus, we are also interested in extending the
proposed methods into distributed or localized algorithms.
Here, a distributed topology control algorithm (to construct a
graphG0) is a localized algorithm if every node vi can exactly
decide all edges incident on vi based only on the information
of all nodes within a constant hops of vi.

Fortunately, both of our cooperative topology control
algorithms can be easily extended to localized algorithms
with only local information. For each node vi 2 V , we define
its k-hop local neighborhoodNkðviÞ, which includes all nodes
within k-hop in graph G under CC model. Let GkðviÞ be the
local graph aroundvi which includes all links amongNkðviÞ in
G. Then, our localized topology control algorithm works as
follows: First, each node vi collects the local information from
its k-hop local neighborhood (i.e., GkðviÞ). Then, vi applies
either Algorithm 1 or Algorithm 2 on its local graph GkðviÞ
and generates its local energy spanner G0kðviÞ which is a
subgraph of GkðviÞ and has its stretch factor bounded by t
with respect toGkðviÞ. Node vi notices its k-hop neighbors all
edges inG0kðviÞ. The final topologyG0 is the union of allG0kðviÞ
for all nodes, i.e.,G0 ¼

Tn
i¼1 G

0
kðviÞ. We can prove that the final

constructed graph G0 is still a t-spanner of G.

Theorem 1. The constructed graph G0 by our localized topology
control algorithm is a cooperative energy t-spanner of the
original communication graph G.

Proof. To prove the theorem, we only need to prove that for
any two nodes vi; vj 2 V there is a path � in G0 such that
pð�Þ � t � pðPGðvi; vjÞÞ. As shown in Fig. 5, we now
consider the least energy path PGðvi; vjÞ inG and partition
it into serval segments �ðv0 ¼ vi; v1Þ; �ðv1; v2Þ . . . ; �ðvm�2;
vm�1Þ; �ðvm�1; vm ¼ vjÞ, where each segment is less than or
equal to k-hop. Notice that each segment �ðvq; vqþ1Þ is
basically PGðvq; vqþ1Þ, since PGðvi; vjÞ is the least energy
path. Because PGðvq; vqþ1Þ is less than or equal to k-hop,
vqþ1 and this segment are inside the local graph GkðvqÞ of
vq. Based on our localized algorithm, the least cost path
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Fig. 5. Localized algorithms can still guarantee the energy stretch factor

requirement t, i.e., for any vi and vj, there exists a path � connecting

them in the constructed graph G0 such that pð�Þ � t � pðPGðvi; vjÞÞ.



PG0
k
ðvqÞðvq; vqþ1Þbetween vq and vqþ1 inG0kðvqÞ costs at most t

time of energy than the least cost path PGkðvqÞðvq; vqþ1Þ (i.e.,
PGðvq; vqþ1Þ) does. In other words, there is a path
PG0

k
ðvqÞðvq; vqþ1Þ in the constructed local graph G0kðvqÞ such

that pðPG0
k
ðvqÞðvq; vqþ1ÞÞ � pðPGðvq; vqþ1ÞÞ. Notice that

PG0
k
ðvqÞðvq; vqþ1Þ is also in G0 since G0 takes the union of all

local graphs. Now consider the path � which connects all
paths pðPG0

k
ðvqÞðvq; vqþ1ÞÞ for q ¼ 0 to m� 1 in G0 (see Fig. 5

for illustration), we have

pð�Þ ¼
Xm�1

p¼0

pðPG0
k
ðvqÞðvq; vqþ1ÞÞ

�
Xm�1

p¼0

t � pðPGðvq; vqþ1ÞÞ ¼ t � PGðvi; vjÞ:

This finishes the proof. tu
In summary, our localized topology control algorithms

only need local information to construct the cooperative
energy t-spanner, even though the spanner property is a
global requirement. This makes them applicable even for
large-scale ad hoc networks. However, compared with the
centralized versions, they may keep more communication
links in G0 due to the lack of global information of the
network, thus may lead to larger energy cost in G0. Notice
that with the increasing of k, the constructed G0 of our
localized algorithm will converge toward the output of the
centralized algorithm. Therefore, there is a clear tradeoff
between the communication cost of collecting information
during construction and the transmission energy consump-
tion of the constructed topology. We will see such
observations in our simulation results.

6 SIMULATIONS

In this section, we will evaluate our proposed topology
control algorithms, namely, Greedy Algorithm 1 (Greedy-
DelLink) and Greedy Algorithm 2 (GreedyAddLink), by
comparing their performances with Cooperative Bridges-
based Method (Coop. Bridges) [2]. We implement all these

three algorithms in a simulator developed by our group.
The underlying wireless networks are randomly generated
in an area of 100� 100. For convenience, we set the path
loss factor � ¼ 2 and the SNR threshold � ¼ 1. The value of
PMAX is set to 400 so that the maximum transmission range
of a direct link is 20. Then, we perform proposed topology
control algorithms on G. Fig. 6 shows two sets of topologies
constructed by all three topology control algorithms for two
different networks, respectively, with energy stretch factor
requirement t ¼ 1:2 and t ¼ 1:4. In Fig. 6 the number of
nodes n ¼ 50. Clearly, our methods keep more links than
the Coop. Bridges does, since our topologies guarantee the
energy stretch factor bound while Coop Bridges doesn’t. In
addition, the larger t is, the sparser our topologies are.

In the following simulations, we take three metrics as the
performance measurement of topology control algorithms:

. Total Link Cost: the total link cost of the constructed
topology G0, i.e., wðG0Þ ¼

P
e2G0 wðeÞ.

. Average Node Transmission Power: the average
node transmission power of the constructed topology
G0, i.e., PiðG0Þ ¼ 1

n

P
vi2V Pi where Pi is the transmis-

sion power of node vi assigned from G0 by (5).
. Maximum Energy Strength Factor: the maximum

energy strength factor of graph G0 under CC model
with respect to G, i.e., �GðG0Þ ¼ maxvi;vj2V

pðPG0 ðvi;vjÞÞ
pðPGðvi;vjÞÞ .

For all the simulations, we repeat the experiment for
multiple times and report the average values of these
metrics. It is clear that a desired topology should have small
total link cost wðG0Þ and small node transmission power
PiðG0Þ while the energy strength factor �GðG0Þ should be
smaller than the requirement t.

For the first set of simulations, we increase the network
density by rising the number of nodes n from 10 to 100, and
keep energy stretch factor requirement t at 1.6. Fig. 7a shows
the ratios between the total link cost of the generated graph
G0 and that of the original cooperative communication graph
Gwhen n increases. This ratio implies how much cost saving
achieved by the topology control algorithm, compared with
the original network without topology control. Fig. 7b shows
the ratios between average node transmission power
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Fig. 6. Topologies generated by different topology control algorithms over the same random network: black/blue links are direct/cooperative links,

respectively. Upper row (a-d): t ¼ 1:2; Lower row (e-h): t ¼ 1:4.



assigned by the topology control algorithm and that
assigned from G. Here, for each topology control algorithm,
we also apply the DTCC algorithm in [1] to further reduce
the transmission power with CC. From these results, all
topology control algorithms can significantly reduce the total
cost of maintaining the connectivity and save the node
transmission energy. When the network is denser, the saving
of topology control is larger. Compared with Coop Bridges,
our two methods generate a denser topology. However, their
costs and transmission power are just slightly larger than
that of Coop Bridges. DTCC algorithm can indeed further
reduce the transmission power. Fig. 7c shows the energy
stretch factor �GðG0Þ of all methods. Clearly, Coop Bridges
cannot satisfy the energy stretch factor requirement t ¼ 1:6,
and its stretch factor increases with the number of nodes.
When the network is dense, it could be more than 10, which
means some paths could have huge energy consumption!
From observing above, we can conclude that both of our
proposed methods can achieve similar small energy stretch
factors, all of them are bounded by the requirement t, with
the costs of very slightly larger total link costs and
transmission power. This demonstrates the energy efficiency
of our energy cooperative spanners.

In the second set of simulations, we fix the number of
nodes n ¼ 50 and run our algorithms with different energy
stretch factor requirement t increasing from 1.0 to 2.0. From
results shown in Figs. 8a and 8b, we can observe that tighter
(i.e., smaller) stretch factor requirement results in higher cost
and larger node transmission power of all topology algo-
rithms. The reason is when the stretch factor requirement
becomes larger, the restriction on removing links becomes
weaker. In the extreme case with infinite t, our energy-
efficient topology control problem converges to TCC which
only preserves the connectivity. Clearly, there is a tradeoff

between stretch factor and link cost, transmission power. We
can choose a suitable stretch factor bound to match the
particular application needs. From the results in Fig. 8c, we
can see that the stretch factor of Coop Bridges does not affect
by the stretch factor requirement, however both of our
methods can perfectly satisfy the stretch factor requirement.
Again it proves our methods can efficiently satisfy the stretch
factor requirement while Coop Bridges cannot.

In the last set of simulations, we implement our localized
algorithms withk-hop local information. We fix the number of
nodes n ¼ 100, the maximum power PMAX ¼ 144, and the
energy stretch factor requirement t ¼ 1:6. Fig. 9 shows the
results when k ¼ 1 to 6. It is clear that with larger neighbor-
hood information (larger value of k) our algorithms can
achieve better energy conservation (i.e., with smaller total cost
and lower average node power) but with larger stretch factor.
However, all of our localized algorithms can still satisfy the
stretch factor requirement. As we expect, larger value ofkalso
leads to higher number of messages need to collect the
neighborhood information (as shown in Fig. 9d). Therefore,
there is a tradeoff between the communication cost of
collecting information during construction and the transmis-
sion energy consumption of the constructed topology. For
different applications, we may have different setting of k.

7 CONCLUSION

In this paper, we introduced a new topology control
problem: energy-efficient topology control problem with co-
operative communication, which aims to keep the energy-
efficient paths in the constructed topology. We proved that
this problem is very challenging (NP-complete), and
proposed two new topology control algorithms using
cooperative communications. Both algorithms can build a
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Fig. 7. Simulation results on random networks with fixed stretch factor requirement t ¼ 1:6 and varying number of nodes n.

Fig. 8. Simulation results on random networks with fixed number of nodes n ¼ 50 and varying stretch factor requirement t.



cooperative energy spanner in which the energy efficiency of

individual paths are guaranteed even with only local

information. Simulation results confirm the nice perfor-

mance of both proposed algorithms.
Possible future works include: 1) design more efficient

algorithms with lower complexity to achieve cooperative

energy spanner with CC model; 2) investigate how to adapt

the constructed spanners to unexpected changes in the

network such as link and node failures. Notice that even

though the proposed methods mainly work for static

cooperative ad hoc networks, they do have potential to

handle changes in dynamic networks. Especially, for loca-

lized versions of the proposed algorithms, any node or link

change will only affect the final topology within its k-hop

neighborhood. However, with the existence of cooperative

communication links, such neighborhood could be large.
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