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Significance Evaluation of Video Data Over
Media Cloud Based on Compressed Sensing
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Abstract—Given the varying communication environment
between the media cloud and users, there is a need to ensure the
most significant part of a video will be successfully transmitted.
Although there exist some techniques to evaluate the significance
of video data in traditional video coding methods, such as H.264, the
evaluation algorithms are often simple and inaccurate. This paper
presents a novel significance evaluation method for video data
based on compressed sensing. Specifically, we propose a method to
obtain a trained dictionary directly by using the measurements of
the video data, and then keep the sparse components and generate a
saliency map. Since the sparse components can reflect the essential
parts of videos, we discuss how to analyze the area and distribution
of salient regions. At last, we present a computing method that gives
the degree of significance of a frame. Experimental results show
that the proposed saliency map reflects the focus points of humans.
The method can be used in the distribution of video data over
“wireless” transmissions and provide good video quality to mobile
users.

Index Terms—Compressed sensing, media cloud, significance
evaluation, video.

I. INTRODUCTION

MOBILE video services have become an inseparable part
of our daily lives because of the improvement of wire-

less transmission technologies, the popularity of smart mobile
devices and the transition of the video services into business
models [1]–[3]. For example, the number of videos played per
day in YouTube (the world’s largest video website) is as many as
100 millions. It should be noted that 60% of the video services
are required to be online, and there are 65 000 new video clips
every day. In addition, according to the research of several com-
panies (e.g., Cisco Systems), mobile video services will become
a dominating data service in the near future [2]. Therefore, one
of the most important tasks for mobile multimedia is to provide
users with good enough experience in mobile video services.
Various techniques emerge, one of which is the media cloud.
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Media cloud is a cloud-based service suitable for media en-
vironment such as storage, sharing and management of high-
quality video and serves as a middleware to provide coordina-
tion between service providers and consumers [4]. Media cloud
reduces the implementation and maintenance costs of comput-
ing resources for services because it provides video service
providers with specially designed infrastructure and manage-
ment of services. Recently, media cloud has become a hot re-
search topic. In [5], the authors propose a novel video transcod-
ing method for media cloud. [6] presents a secure and efficient
virtualization framework for media service. [7] proposes an op-
timal transcoding and caching method for adaptive streaming in
media cloud.

However, few existing works pay attention to the different
degree of significance of video streaming and the inner property
of the original video data. Compared with other data services,
a major characteristic of video services is the need to provide a
relatively continuous high speed for transmitting a large amount
of data in a certain period [8]–[10]. Therefore, it is usually a
difficult task to guarantee the real time performance of mobile
video services [11], [12]. For example, the wireless network
connection often goes bad when a user moves from outdoor to
indoor. When a user is on a high-speed train or car, the wireless
network changes rapidly and the connection is not guaranteed.
The user will suffer bad experience if the current video service
remains unchanged.

On the other hand, compared to traditional video services,
the devices used by mobile video users are diverse, including
the size and resolution of the device. What’s more, the channel
status and the moving speed of users are also different from
each other. As a consequence, it is a challenging task as how to
provide various users with satisfying video experiences even in
poor communication environment. In this work, our goal is to
evaluate the significance of different video frames. In specific,
we analyze the saliency map of frames based on compressed
sensing (CS) and we propose a method to measure the sig-
nificance of a frame. By using the proposed method, we can
transmit videos according to wireless channel status, e.g., only
transmitting the significant frames when there is limited wire-
less connection. Our proposed method can provide users with
better experience when the wireless connection is not good.

Although there are some techniques to evaluate the sig-
nificance of video data in traditional video coding methods,
such as H. 264, the evaluation algorithms are often simple
and inaccurate. Meanwhile, nowadays with the development
of CS, there is an emerging encoder based on CS [13], which
transforms the original pixel domain images into the mea-
surements and combines the sampling and compression into
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TABLE I
NOTATION TABLE

y measurements Φ the measurement matrix
M the row number of Φ N the column number of Φ
A the projection matrix x the original signal
D the trained dictionary fb the recovered saliency block
xb sparse coefficient vector Ψ sparse basis
S training sample D ( 0 ) the initial dictionary
Sc the c column of S T0 preset sparse criterion

E
( t )
k representation error q coefficient matrix

α positive weight coefficients β positive weight coefficients
γ positive weight coefficients δP isometry constant
Ns number of salient blocks Qs ratio of var(Ir ) and var(Ic )
Qc change between neighbour frames Is saliency map

Fig. 1. Media cloud system.

one single step. Since the measurements have the information-
preserving and dimensional-deduction property, this kind of
encoder can have a low complexity and less output compared
to the traditional encoder. Therefore it can alleviate the network
congestion. However, after compressive sampling, what we only
have is the measurements, it is a challenge to analyze the signif-
icance of the original videos. To solve this issue, in this paper,
we propose a novel method that evaluates the significance of
video frames based on CS. Specifically, we train a dictionary by
using measurements and then remove the redundancy part in a
frame, then we propose a calculation method to evaluation the
significance degree of the frames, thus the uppermost part of
the videos can be guaranteed during transmission between the
media cloud and users.

This paper is organized as follows. Section II gives a brief
overview of media cloud and the sparsity analysis based on CS
theory. Section III presents the proposed significance evaluation
method. Section IV discusses the experimental results, followed
by conclusions in Section V.

II. BACKGROUND

First we give the notation table of this paper as shown in
Table I.

A. Media Cloud

Media cloud is an emerging paradigm which can efficiently
distribute video streaming services and has attracted significant
attentions. Fig. 1 shows a systematic view of delivering video
streaming over media cloud. It includes three parts: video source

from the content providers, media cloud service providers, and
end-users with different devices. The video source comes from
service providers and are transmitted through the media cloud
to users. Users receive media services by using various devices.
Compared to traditional video services, the devices used by
mobile video users are diverse, such as different OS (operat-
ing system), size and resolution of the devices. What’s more,
the wireless channel status and the moving speed of users are
different from each other.

Most existing literatures study the framework or the schedul-
ing strategies of video streaming, largely ignoring the video
content analysis. In this paper, we propose a novel idea: videos
are divided according to their degrees of significance, and then
the significant frames are guaranteed during transmission with
high priority. This will provide much better video experiences
for the users.

B. Sparsity Analysis Based on CS

Saliency mechanism has been considered crucial in the hu-
man visual system and is also helpful to object detection and
recognition. Meanwhile, in terms of the sparse theory, the salient
parts are the sparse components of a frame. This means that we
can get the saliency map by obtaining the sparse components
of an image. Now we describe the CS theory. The CS theory
claims that the signal f could be sampled using the following
linear random projections:

y = Φf (1)

where y ∈ RM is the sampled measurement, Φ ∈ RM ×N is
the measurement matrix, M < N , and the ratio between the
height and width of the measurement matrix is defined as the
measurement rate (MR), i.e.

MR =
M

N
. (2)

Thus the recovery of the sparse coefficients (with respect to
orthogonal basis Ψ ∈ RN ×N ) can be done by finding the set of
coefficients that agrees with the measurements, and especially,
with the minimum l0 norm, i.e.

min ||x||0 s.t. y = ΦΨx. (3)

Intractable as the problem is NP-hard for typical values of
N , it is still solvable if the product of Φ and Ψ, denoting
A = ΦΨ, obeys the Restricted Isometry Property of order [14],
that is, (1 − δP )||s||22 ≤ ||As||22 ≤ (1 + δP )||s||22 , holds for all
P -sparse vectors s for a small “isometry” constant 0 < δP < 1.
Then the signal can be recovered by solving the following un-
constrained optimization problem (4):

min ||x||1 s.t. y = ΦΨx. (4)

This convex optimization problem, namely basis pursuit (BP),
can be recasted as a linear program problem, which can be effi-
ciently solved with the available optimization algorithms. How-
ever, the complexity of (4) still makes it intractable for many
practical applications. Hence, in the literature, many iterative
greedy techniques have been proposed to solve the above prob-
lem, e.g., the matching pursuit (MP) method. It has been proven



GUO et al.: SIGNIFICANCE EVALUATION OF VIDEO DATA OVER MEDIA CLOUD BASED ON COMPRESSED SENSING 1299

Fig. 2. Significance division of the encoded frames.

that MP could successfully reconstruct the compressively sam-
pled signal with high probability. Other greedy algorithms such
as orthogonal matching pursuit, stage-wise orthogonal match-
ing pursuit, and subspace pursuit have also been shown to attain
similar guarantees to those of their optimization-based counter-
parts. Besides, it should be noted that many signals of interest in
practice are often “approximately” sparse rather than “exactly”
sparse, i.e., the transforming coefficients are generally close to
zero and only few of them have significant values. In this case,
the solution to (4) could still reconstruct the most sparse coeffi-
cients as revealed in the CS theory [14], [15], and hence, provide
a good approximation of the original signal.

By using CS to analyze the sparse property, we can extract
the sparse components of an image and remove the redundant
parts in order to clearly observe the essential parts of the frames.

III. THE PROPOSED METHOD

In this section, we propose a significance evaluation method
for video data based on CS. Since only measurements are avail-
able after compressive sampling, we should analyze the signifi-
cance of videos directly in the measurement domain. As shown
in Fig. 2, we extract the coded frames based on CS and then di-
vide them into significant frames and insignificant frames. The
first step is to obtain a dictionary D by using measurements,
then we remove the redundancy part based on D. The last step
is to evaluate the significance of the videos. The details are given
below.

A. Saliency Map Based on CS

From the view of cognitive science, the image information-
Info(Image) can be decomposed into two parts

Info(Image) = Info(Redundancy) + Info(Saliency)
(5)

where Info(Redundancy) denotes the information with high
regularities, and Info(Saliency) represents the novel part [16],
[26]. Based on this observation, we can decompose an image
into salient regions and redundant regions. It is also shown that
the redundancy part should have approximately to be low-rank
and the salient part is equivalent to the sparse elements to some
extent. Meanwhile, if a frame include more saliency regions,
it will attract us more. Therefore, by analyzing salient regions
inside a frame, we can identify the important frames, which
can be guaranteed during transmission with high priority. This
method will provide users with better video experiences.

In (3), the sparse basis Ψ can also be obtained by training,
which is often defined as the dictionary learning process. Com-
pared to the common orthogonal basis, the trained dictionary
gives a more sparse representation of the original signal. In this
paper, we use the K-singular value decomposition (K-SVD) al-
gorithm [18] to train the dictionary D. However, the K-SVD
algorithm is quite different from the traditional one. Since we
have the measurements instead of original signals after compres-
sive sampling, we adopt measurements to train the dictionary
D. Note that the benefits of using distinct measurement matrix
for each image block can be understood intuitively [17]. There-
fore, while sampling, we adopt different Gaussian measurement
matrix for each image block.

Recall the process of K-SVD algorithm. It initializes with a
(often randomized) dictionary D(0) by iterating between two
stages: a sparse coding stage and a dictionary update stage [18].
Specifically, for a fixed estimate of the dictionary D(t−1) at
the start of iteration t ≥ 1, the sparse coding stage in K-SVD
involves solving the sparse coefficient x(t) as follows:

∀s, xs
(t) = arg min

x∈RK

∥
∥
∥Sc − D(t−1)x

∥
∥
∥

2

2
such that ‖x‖0 ≤ T0

(6)
where Sc denotes the cth column of the training sample S, T0 is
the pre-set sparse criterion [18]. Note that while (6) in its stated
form has combinatorial complexity, it can be easily solved by
either convexifying (6) [19] or using greedy pursuit algorithms
[20].

After the sparse coding stage, K-SVD fixes X(t) and moves
to the dictionary update stage. The main novelty in K-SVD
lies in the manner in which it carries out dictionary update,
which involves iterating through the K atoms of D(t−1) and
individually updating the kth atom, k = 1, 2, ...,K, as follows:

d
(t)
k = arg min

d∈R n

∥
∥
∥
∥
∥

(

S −
k−1∑

j=1

d
(t)
j x

(t)
j,T −

k−1∑

j=1

d
(t−1)
j x

(t)
j,T

)

− dx
(t)
k ,T

∥
∥
∥
∥
∥

2

F

= arg min
d∈R n

∥
∥
∥E

(t)
k − dx

(t)
k ,T

∥
∥
∥

2

F
. (7)

Here, E
(t)
k is the representation error for F using first K − 1

atoms of D(t) and last k + 1, . . . ,K atoms of D(t−1) . In order
to simplify computations, K-SVD in [18] further defines an or-
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dered set ωk
(t) = {s : 1 ≤ s ≤ S, x

(t)
k,T (s) �= 0} where x

(t)
k,T (s)

denotes the sth element of x
(t)
k,T , and an S × |ω(t)

k | binary matrix

Ω(t)
k that has ones in (ω(t)(s), s) locations and zeros everywhere

else. Then, defining E
(t)
k,R = E

(t)
k Ω(t)

k and x
(t)
k,R = x

(t)
k,T Ω(t)

k , it
is easy to see from (7) that

d
(t)
k = arg min

d∈Rn

∥
∥
∥E

(t)
k,R − dx

(t)
k,R

∥
∥
∥

2

F
(8)

where ‖·‖F is the Frobenius norm. Solving (8) is equivalent to

finding the best rank-one approximation of E
(t)
k,R . The algorithm

then moves to the sparse coding stage and continues alternating
between the two stages till a stopping criterion (e.g., a prescribed
representation error) is reached.

For the proposed dictionary learning method by using mea-
surements, different measurement matrix Φi is adopted for the
block i. Then the above optimization problem can be changed
into the following formula. That is, the goal is to find the trained
dictionary D in

min ‖Y − ΦiDq‖2
F = min

∥
∥
∥
∥
∥
∥

(Y −
∑

j �= k

Φi d
(j )αj ) − Φi d

(k )αk

∥
∥
∥
∥
∥
∥

2

F

= min
∥
∥Rk − Φi d

(k )αk
∥
∥

2

F
(9)

where Y stands for the measurement samples obtained by the
compressive sampling upon the original signals, d(j ) is the jth
dictionary atom, αj is the corresponding coefficients for it for
each signal, and Rk = y −

∑

j �=k Φid
(j )αj is the representa-

tion error for training signals when the kth dictionary atom
is removed. In the dictionary update process, it is assumed at
each step K, d(j ) , αj are fixed. We then minimize the crite-
rion over d(k) and αk which is equivalent to finding the best
rank-1 approximation of Rk . The minimizer might typically be
obtained by applying SVD to the matrix Rk , but the strict spar-
sity constraint also must be considered. Therefore, in the K-SVD
algorithm, we shrink the matrix Rk by eliminating columns cor-
responding to those training signals. This strategy preserves the
support of the coefficient matrix q. Indeed, joint optimization of
the dictionary atoms and the corresponding coefficients in the
dictionary update step leads to a much more efficient minimiza-
tion compared to other dictionary learning methods. Another
method to solve (9) can be found in [21], which decompose the
dictionary into the fixed part and the atom representation part.
It is called compressive K-SVD.

Note that in this paper, the mentioned images are all split into
blocks in order to reduce the computation complexity since the
amount of pixels in one frame can be very large [22]. Meanwhile,
Sc in (6) is obtained by extracting and then vectorizing a block
in the neighbour frame (arranging the pixels in a block row
by row in order to turn the two-dimensional (2D) matrix block
to be a 1D vector). After getting the trained dictionary D, we
use BP algorithm to obtain the sparse coefficient xb of each
image block. Then, we keep the sparse components and set the
redundant regions to be black area. In specific, we remove the
relatively larger absolute value of sparse coefficents, and then

Fig. 3. Saliency map based on CS. (a) Original image. (b) Using the dictionary
learning by K-SVD method. (c) Using DCT as the sparse basis. (d) Filtering
result of the image in (b).

get the saliency map of a block by using

fb = D ∗ xb (10)

where D is a trained dictionary, xb is the corresponding coeff-
icents, fb denotes the recovered saliency block. Then all fb are
regrouped to be the saliency map. This saliency map generation
is quite different from the method proposed in [16]. We define
the redundancy as the most frequently arise components in D
which is inspired by the frequency division effect of discrete
cosine transform (DCT).

Here, the video sequence News QCIF (quarter common in-
termediate format, 176 × 144) is taken as an example.

As shown in Fig. 3, the saliency map [in Fig. 3(b)] obtained
by the dictionary learning method based on CS outperforms the
method [in Fig. 3(c)] by using DCT basis since it overcomes the
blocking artifact.

B. Determining Significant Frames

After obtaining the saliency map, we can analyze the distri-
bution of salient objects. It can be noted that frames that have a
larger area of salient objects tend to be more important than the
smaller ones [23]. Meanwhile, if the salient regions of a frame
have a more disperse distribution, it means that it has more edges
and outlines so it has much more information. In addition, for
video sequences, the changes between frames should also be
considered [24].

Therefore, we define the degree of significance of a frame
from three aspects: 1) the area of salient regions; 2) the distri-
bution of the salient objects; and 3) the difference of 1) as well
as 2) between the current frame and its former one.

In specific, after getting the saliency map, we set a threshold
to classify saliency blocks which have more salient information
(here we use the threshold 20 by multiple experiments), then
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Fig. 4. Saliency map based on CS of Frame 1 and Frame 2: (a), (b) original
image; (c), (d) using the dictionary learning by K-SVD method; and (e), (f)
salient blocks.

record the number of salient blocks and divided by the number
of the whole block in a frame to obtain a normalized value
denoted as Ns .

We denote the saliency image as Is , which has p rows
and q columns. By summing each column of Is , we can get
a row vector, denote as Ir . Similarly, we can get a column
vector, denote as Ic . Then, we calculate their variances var(Ir )
and var(Ic) respectively. The ratio of var(Ir ) and var(Ic)
is denoted as Qs , namely Qs = min(var(Ir ), var(Ic))/
max(var(Ir ), var(Ic)). The larger value of Qs means the
larger variety degree of the salient regions.

In addition, the difference between the current frame and its
former one is measured by the comparing Ns and Qs , which
is represented as Qc . Obviously, Qc measures the changes of
Ns and Qs between frames. Larger Qc corresponds to a larger
movement and changes compared with the former frame.

Finally, we calculate the significance degree of the frame i as

Qi = αNs + βQs + γQc (11)

where α, β and γ are the positive weight coefficients. It is
assumed that larger Qi corresponds to higher significance degree
of a frame. Obviously, larger value of Qi means more salient
blocks, varieties and changes in a frame.

IV. EXPERIMENTAL RESULTS

In this part, we use different kinds of frames to evaluate our
proposed method. Fig. 4 has two contrastive frames: one frame
contains the sportsmen and a soccer which often catches at-

Fig. 5. Saliency map based on CS of Coastguard QCIF and Football QCIF:
(a), (b) original image; (c), (d) using the proposed dictionary learning method;
and (e), (f) salient blocks.

tentions, denoted as Frame 1 and the other is a plain soccer
field which has less information, denoted as Frame 2. Each
image is tailored to the size of 400 × 240 and then split into
8 × 8 image blocks. Figs. 5 and 6 are the obtained images by
using our proposed method of Coastguard and Football video
sequences in the formats of QCIF (176 × 144) and CIF (com-
mon intermediate format, 352 × 288) respectively. Figs. 7 and
8 are the obtained images by using our proposed method of
Hall and Foreman video sequences in the formats of QCIF and
CIF respectively. Note that the video sequence Coastguard is
relatively static compared with the sequence Football while Hall
and Foreman are similar sequences since their backgrounds do
not change.

As mentioned in Section III-A, by using the neighbour frames
as the training samples, we obtain the dictionaries of Frame 1
and Frame 2, denoted as D1 and D2 respectively. Since we split
each frame into blocks, we can calculate the sparse coefficient
of each block by using the BP algorithm and keep the sparse
part of the frame. The experimental results are shown in Fig. 4.

As shown in Fig. 4, an image with a larger area of salient
objects tends to be more significant than that with a smaller area.
Also, if the salient regions of an image have a more disperse
distribution, it means that it has much more information.

By using (11), the significance degree of the Frame 1 is:
Q1 = Ns1 + Qs1 + Qc1 = 30/1500 + 0.5 + 0.22 = 0.74 (All
the data are normalized to 1); and the significance degree of
the Frame 2 is, Q2 = Ns2 + Qs2 + Qc2 = 24/1500 + 0.005 +
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Fig. 6. Saliency map based on CS of Coastguard CIF and Football CIF:
(a), (b) original image; (c), (d) using the proposed dictionary learning method;
and (e), (f) salient blocks.

Fig. 7. Saliency map based on CS of Hall QCIF and Foreman QCIF: (a), (b)
original image; (c), (d) using the proposed dictionary learning method; and (e),
(f) salient blocks.

Fig. 8. Saliency map based on CS of Hall CIF and Foreman CIF: (a), (b)
original image; (c), (d) using the proposed dictionary learning method; and (e),
(f) salient blocks.

TABLE II
SIGNIFICANCE DEGREE OF DIFFERENT VIDEO SEQUENCES

QCIF Coastguard Football Hall Foreman

Ns 0.12 0.4 0.32 0.3
Qs 0.09 0.164 0.42 0.38
Qc 0.11 0.7 0.34 0.32
Q 0.31 1.264 1.04 1.0

CIF Coastguard Football Hall Foreman

Ns 0.13 0.27 0.21 0.14
Qs 0.069 0.3 0.53 0.42
Qc 0.12 0.69 0.32 0.39
Q 0.319 1.26 1.06 0.95

0.1 = 0.121. It should be noted that, for simplicity, α, β and γ
are all set to be 1.

The significance degrees tell us that Frame 1 is more impor-
tant than Frame 2. This result is consistent with the ground true
(i.e., Frame 1 is more important and users would be more in-
terested in Frame 1). Similarly, the significance degree of QCIF
sequences of Coastguard, Football, Hall, Foreman are 0.31,
1.264, 1.04, 1.0 respectively; the significance degree of CIF se-
quences of Coastguard, Football, Hall, Foreman are 0.319, 1.26,
1.06, 0.95 respectively. The calculation details are illustrated in
Table II.
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Fig. 9. Saliency map comparison. (a) CAT2000 database 001 JPG. (b) Human
fixation. (c) Saliency map in [25]. (d) Proposed saliency map.

Fig. 10. Saliency map comparison. (a) CAT2000 database 085 JPG. (b) Hu-
man fixation. (c) Saliency map in [25]. (d) Proposed saliency map.

In addition, to further evaluate our proposal, the CAT2000
database which contains 4000 images from 20 different cate-
gories. For simplicity, the sizes of the images are tailored into
480 × 400. We give two example images from the CAT2000
database and compare the results of the saliency map proposed
in this paper and that in [25], as shown in Figs. 9 and 10.

TABLE III
AUC VALUE OF CAT2000 DATABASE

CAT2000 Proposed Pixel Domain Method

001 JPG 0.85 0.86
035 JPG 0.89 0.90
045 JPG 0.88 0.90
055 JPG 0.85 0.87
065 JPG 0.86 0.90
085 JPG 0.87 0.91

TABLE IV
COMPARISON OF TIME COMPLEXITY

CAT2000 Proposed Pixel Domain method

001 JPG 6.2 s 8 s
035 JPG 5.1 s 6 s
045 JPG 6.3 s 7.1 s
055 JPG 5.3 s 5.5 s
065 JPG 6.2 s 6.4 s
085 JPG 5.9 s 7 s

It can be observed that the proposed saliency map compares
favourable with that in [25]. To see the comparison clearly, the
AUC (Area Under the Curve, shown in Table III) are adopted.
We can see that the AUC value of our proposed method is close
to the saliency map by using pixels. Meanwhile, since the pro-
posed method is performed in measurement domain, it saves
processing time, as shown in Table IV).

It can be concluded that the proposed evaluation method
agrees with the video contents and human’s perceptual intu-
itions for the reason that images which would catch more atten-
tions have a higher value of Q. Besides, by using the proposed
saliency map based on CS, we can calculate the significance of
videos with a relatively fast speed and favourable significance
evaluation effect.

V. CONCLUSION

Considering the changeable property of the wireless network
between the media cloud and users, in this paper, we proposed a
novel significance-evaluation method for video frames based on
CS. Specifically, by using the trained dictionary in measurement
domain, we generate the saliency map by keeping the sparse
part of one frame, then we analyze the area and distribution
of salient regions. We also presented a computing method that
gives the degree of significance of a frame. This proposal can
be used to guarantee the transmission of videos which have
higher significance. The experimental results showed that our
method works very well. In the future, we will simplify the
evaluation process of video data. In addition, combining with
users’ experience, the values of α, β and γ in (11) and their
respective influence on the significance degree of frames should
be investigated.
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