We are interested in wireless sensor networks which are used to detect intrusion objects such as enemy tanks, cars, submarines, etc. Since sensor nodes have a limited energy supply, sensor networks are configured to put some sensor nodes in sleep mode to save energy. This is a special case of a randomized scheduling algorithm. Ignored by many studies, an intrusion object's size and shape are important factors that greatly affect the performance of sensor networks. For example, an extremely large object in a small sensor field can easily be detected by even one sensor node, no matter where the sensor node is deployed. The larger an intrusion object is, the fewer sensor nodes that are required for detection. Furthermore, using fewer sensor nodes can save resources and reduce the waste of dead sensor nodes in the environment. Therefore, studying coverage based on intrusion object's size is important. In this paper, we study the performance of the randomized scheduling algorithm via both analysis and simulation in terms of intrusion coverage intensity. In particular, we study cases where intrusion objects occupy areas in a two-dimensional plane and where intrusion objects occupy areas in a three-dimensional space, respectively. We also study the deployment of sensor nodes when intrusion objects are of different sizes and shapes. First, sensor nodes are deployed in a two-dimensional plane and a three-dimensional space with uniform distributions. Then, they are deployed in a two-dimensional plane and a three-dimensional space with uniform distributions, respectively. Therefore, our study not only demonstrates the impact of the size and shape of intrusion objects on the performance of sensor networks, but also provides a guideline on how to configure sensor networks to meet a certain detecting capability in more realistic situations.

1. Introduction

Wireless sensor networks (WSNs) have become an important technology, combining sensing technology, embedded computing, distributed information processing, and wireless communication technology [25,26,38–74]. WSNs have broad applications [6,27], such as medical monitoring, environment pollution monitoring, forest fire monitoring, target tracking, combat field reconnaissance, and military command and control, and so on. Data collection is the basic objective of these applications. Data collection capability of a sensor network depends on its sensing coverage and network connectivity. Sensor nodes are often powered by batteries, and it is often difficult or
impossible to recharge the deployed nodes. Great efforts [1,2,7,8,10–12] have been devoted to minimizing the energy consumption and extending the lifetime of the network.

Although energy efficiency is the essential requirement for WSNs, it should not be achieved at the cost of reducing network coverage, which is usually a major Quality of Service (QoS) metric of WSNs [23]. As sensor nodes are usually densely deployed, they are often highly spatially-redundant [20]. Therefore, energy efficiency and high sensing coverage can be achieved simultaneously by exploiting the spatial redundancy among sensor nodes. Many research efforts have been devoted to sensor scheduling algorithms that turn off redundant sensor nodes for energy saving [1–5,7,14,17].

Since maintaining location information and time synchronization introduces extra energy and computational overhead, some scheduling schemes [1,7,9,13,19] do not require location information or precise time synchronization of sensor nodes. In [16], the authors proposed several sensing scheduling protocols and analyze the performance of object detection and network lifetime. The joint problem of coverage and connectivity were considered recently in [9,15,18,22]. In [18], the authors considered a network with sensor nodes deployed strictly in grids. The joint problem in more general sensor networks where the sensor nodes are deployed at random was investigated in [9,22]. Similar work was done in [21], in which the authors also present a Coverage Configuration Protocol (CCP) that can provide fully coverage of a convex region. In [9–11,24], the authors have studied a k-set randomized scheduling algorithm where sensor nodes are randomly divided into k disjoint subsets (Sj; j = 1,2,...,k) that work alternately. In other words, at any time, only one set of sensor nodes are working, and the rest of the sensor nodes sleep.

Many studies only consider cases where intrusion objects are modeled as a point on a two-dimensional plane. In reality, an intrusion object is far larger than a point. In a sensor network deployed to detect enemy tanks or to detect people crossing a country’s boundary, intrusion objects’ sizes are totally different. A tank’s size could be larger than the sum of the sensing range of several sensor nodes. We observed that the larger an intrusion object, the more likely it is that the intrusion object will be detected, and the fewer sensor nodes are required.

Furthermore, sensor nodes and intrusion objects are not necessarily on a two-dimensional plane, and the shapes of the intrusion objects often span three-dimensional space. For example, in an underwater sensor network, sensor nodes may be deployed in different depths to detect enemy submarines or other underwater intrusion robots. Another example is warehouse monitoring, in which sensor nodes are deployed on shelves to monitor goods in a warehouse. The sensing area is in fact three-dimensional, and the monitored area and objects always occupy a three-dimensional space. The size and shape of an intrusion object have impacts on the sensing capability of sensor networks. Therefore, in many applications, three-dimensional considerations are more realistic. Meanwhile, the sensing area of a sensor node should be also considered to be a three-dimensional space.

In this paper, we first study the intrusion coverage intensity via both analysis and simulation when the intrusion object occupies an area in a two-dimensional plane. The intrusion coverage intensity is defined as the probability that a given area at a given time is detected by at least one active sensor node. Furthermore, we study the intrusion coverage intensity of intrusion objects occupying a three-dimensional space, and the sensing fields of sensor nodes are expressed as spheres. To further approach reality, we study the case when sensor nodes are deployed using non-uniform distributions. In these scenarios, we study how the sizes and shapes of the intrusion objects influence the sensor network’s configuration. Thus, through the study, we provide a guideline on the number of sensor nodes needed to meet certain levels of intrusion coverage intensity in more realistic settings.

The rest of the paper is organized as follows. We introduce related work on object detection in sensor networks in Section 2. In Section 3, we analyze the intrusion coverage intensity of K-set randomized scheduling algorithms when intrusion objects are abstracted to 2D and 3D shapes, respectively. In Sections 4 and 5, the results are extended to more realistic cases, in which sensor node deployment follows Gaussian distribution in a two-dimensional plane and a three-dimensional space, respectively. In Section 6, we focus on answering a few practical questions, such as how the size and shape of intrusion objects affect the detecting capability of sensor networks via performance evaluation using both analysis and computer simulations. Finally, we conclude our paper in Section 7.

2. Related work

Many efforts in WSNs have been dedicated to tracking and locating objects. In [32], a technique that employs the false discovery rate (FDR) procedure and belief propagation (BP) like algorithm is proposed for detection and localization problems in sensor networks. In [35], cooperative tracking, which combines acoustic information detected from neighboring sensor nodes and estimates the location of objects, was proposed as a method for tracking objects. In [28], the authors provided an upper limit to how far a mobile intrusion object can reach along a straight line within a dense wireless sensor network before it is detected.

According to the features of wireless sensor networks, energy consumption is an invariable problem in any application of wireless sensor networks. In [33], a semantic location-based data model for object tracking sensor networks was proposed in order to achieve network-wide energy optimization. The strategy directs data dissemination of and data extraction from sensor nodes in a power-efficient way. Meanwhile, to save energy, many researchers develop strategies that periodically switch off sensor nodes. In [29,31], the trade-offs between the speed of detecting the mobile object and the energy savings brought by turning many nodes into sleep mode were examined. In [29], the authors quantified the trade-off between power conservation and the quality of object tracking while presenting guidelines for efficient deployment of
sensor nodes for target tracking applications. K-set randomized scheduling algorithm [9–11,24] is an algorithm that divides all sensor nodes into k disjoint sets, in which only one set of sensor nodes is working at any time while the rest of the sensor nodes are sleeping.

In [34], multiple-object detection is discussed, and based on a Gaussian mixture model [36] and Expectation/Maximization (EM) clustering [37], techniques for boosting detector accuracy by fitting a world model to detections from multiple locations are explored. A modified EM clustering algorithm is employed to solve the data association problem for an arbitrary number of views, and a fast maximum-likelihood solution is found without resorting to an explicit correspondence search. Most studies do not consider the size and the shape of the intrusion object. However, every intrusion object has a size and a shape which greatly impact the detection and the deployment of sensor nodes as well. An extreme example is that when the intrusion object is as large as the size of the sensing field, one sensor node is enough for detecting the presence of the object, no matter how small its sensing range is. Furthermore, the larger an intrusion object is, the more likely it is that it will be detected. In other words, with the same likelihood being detected, we need fewer sensor nodes. Using fewer sensor nodes can also save resources and reduce the waste of dead sensor nodes in the environment. In a different application, intrusion objects such as armored vehicles and land mines, are also different in shape. In this scenario, sensor nodes could be more efficiently deployed according to sizes and shapes of different intrusion objects. Furthermore, in some applications, it would be unrealistic to assume that all objects and sensor nodes appear in a two-dimensional plane. For example, in an underwater sensor network used to detect enemy submarines, sensor nodes and enemy submarines may appear in different depths. Another example would be a sensor network used to detect merchandise, vehicles, and workers in a warehouse where objects can appear in different sizes and shares with sensor nodes deployed on the roof, the floor, and the shelves. The sizes, shapes, and positions of objects certainly affect the sensing capability of sensor networks. Thus, it will help understand the performance and deployment of sensor networks by studying sensor network scheduling algorithms, not only in a two-dimensional plane, but also in a three-dimensional space, which is the main focus of this work.

3. 2D and 3D intrusion object

Previous work in [5,9–11,24,75] assumes that an intrusion object is one point in the sensor field. In this paper, we assume that the intrusion object occupies an area (2D) or space (3D), which will be denoted by o. Of course, the intrusion object’s size is difficult to predict beforehand. However, studying it can help to set up a sensor network’s configuration. For example, in a sensor network deployed to detect enemy tanks or people crossing a country’s boundary, intrusion objects’ sizes are totally different. Larger size would correspond to larger detection probability, that is, ease of detection. Therefore, fewer sensor nodes are required for the detection of a larger object. This section studies the influence of the sizes of intrusion objects on a sensor network’s configuration, e.g., the influence of the number of deployed sensor nodes. Intuitively, the smaller the intrusion objects, the more sensor nodes deployed. Meanwhile, the intrusion objects are modeled with two different considerations: two-dimensional (2D) and three-dimensional (3D) cases.

3.1. Per-sensor detection probability of 2D situation

Assume that all sensor nodes are developed in a two-dimensional plane. In many applications, when an object is an armored vehicle such as a tank, we can abstract it as a rectangle; and when an object is a land mine, we can abstract it as a circle. Rectangles and circles are first-order approximations of many different shapes. Thus, we choose rectangle and circle as the shapes of intrusion objects in the 2D situation.

We first derive the probability, denoted as \( p_1 \), that a sensor node can detect an intrusion object with size \( o \) in the 2D situation. It is equal to the probability that a random sensor node’s area overlaps the area of a random intrusion object. In order to derive the probability, we assume that the object shape is either a rectangle (with its length \( b \) and width \( o/b \)) or a circle (with \( 2\sqrt{a/\pi} \) as the diameter). We also assume that a sensor node’s coverage area is a circle. We use \( \Phi \) to denote the sensing area of a sensor node.

As illustrated in Fig. 1, a sensor node does not overlap an intrusion object if the sensor node’s center is far away \( (>\sqrt{\Phi/\pi}) \) from the boundary of the intrusion object. The probability that a sensor node detects an intrusion object with a circular or rectangular shape is expressed as follows:

\[
\begin{align*}
p_1 &= \Pr(\text{a sensor detects an intrusion object}) \\
&= \Pr(\text{a sensor area overlaps the area of object}) \\
&= \begin{cases} 
\frac{\pi}{8} (\sqrt{\Phi/\pi} + \sqrt{o/\pi})^2, & \text{circle} \\
\frac{1}{8} \left( o + 2(b + o/b)\sqrt{\Phi/\pi + \Phi} \right), & \text{rectangle} \\
\frac{1}{8} (\sqrt{\Phi + \sqrt{\Phi}})^2, & \text{circle,} \\
\frac{1}{8} \left( o + 2(b + o/b)\sqrt{\Phi/\pi + \Phi} \right), & \text{rectangle.}
\end{cases}
\end{align*}
\]

Fig. 1. Sensor node’s range overlaps an intrusion object.
3.2. Per-sensor detection probability of 3D situation

The sensing range of real-world sensor devices is subject to the orientation and aperture of the sensor nodes. Furthermore, a sensor node can physically carry several sensors, with each monitoring a different direction. For ease of analysis, we assume that a sensor node can monitor the activities within a spherical space in the 3D situation. We consider objects of two different shapes, spherical and cuboid, which are first-order approximations of many detectable objects such as submarines, surface warships, and water mines.

We assume that the sensing area of a sensor node is also a ball, and that the sensing radius of a sensor node is $\sqrt[3]{\Phi/(4\pi)}$. Let $a$ denote the size of an intrusion object, which is the space which the object occupies. If the object is spherical, its radius is $\sqrt[3]{a/(4\pi)}$. If the object is cuboid, we denote its length, width, and height as $b$, $c$, and $o/(bc)$, respectively. A sensor node does not overlap an intrusion object if the sensor node is far away ($> \sqrt[3]{\Phi/(4\pi)}$) from the boundary of the intrusion object. The probability that a sensor node detects a spherical or cuboid intrusion object is expressed as follows, as well as shown in Fig. 2:

$$p_1 = \Pr(\text{a sensor detects an intrusion object})$$

$$= \Pr(\text{a sensor area overlaps the body of object})$$

$$= \begin{cases} \frac{4\pi}{3} (\sqrt[3]{\Phi/(4\pi)} + \sqrt[3]{a/(4\pi)})^3, & \text{spherical} \\ \frac{1}{8} [a + 2(bc + o/b + o/c)] (\sqrt[3]{\Phi/(4\pi)}^2 + \Phi + (b + c + o/(bc))], & \text{cuboid} \end{cases}$$

(2)

3.3. Intrusion detection/coverage intensity

First of all, we should re-consider the definition of network coverage intensity [9–11,24,75] expressed in (3), which may not be proper for large intrusion objects in a 2D or 3D situation

$$C_n = 1 - [1 - \Phi/(ak)]^n.$$  

(3)

In (3), $\Phi$, $a$, and $k$ denote the size of the sensing area of each sensor node, the size of the whole sensing field, and the number of disjointed subsets, respectively. Therefore, $\Phi/a$ is the probability that a sensor node covers a given point.

Let $p_1$ be the probability that an object is within the sensing range of a sensor node. For our study of intrusion detection, we define intrusion detection/coverage intensity $V_n$ as follows:

$$V_n = 1 - [1 - p_1/k]^n.$$  

(4)

From (4), we know that the intrusion detection intensity is the probability that a given area at a given time is detected by at least one active sensor node.

3.4. Sensor network deployment

We now study the number of sensor nodes or the number of subsets required to achieve a certain degree of intrusion detection intensity when the intrusion object occupies an area or space. For example, in a sensor network deployed to detect enemy tanks or people crossing a country’s boundary, intrusion objects’ sizes are totally different. Meanwhile, the monitored area may be airspace or water area, and the object may be an airplane or submarine. Sensor nodes are randomly deployed in the monitored area. They might be some smart dust [30] that floats in the air or they might be some underwater sensor nodes. The following two questions need to be answered in order to investigate the influence of the sizes of intrusion objects on a sensor network’s configuration, e.g., the number of sensor nodes that are needed to be deployed.

- Question A: given intrusion coverage/detection intensity and the size of the intrusion object $(a, b)$ of 2D object and $(a, b, c)$ of 3D object, what is the minimum number of sensor nodes needed to achieve the intrusion detection intensity requirement?
- Question B: given intrusion coverage/detection intensity and the size of the intrusion object $(a, b)$ of 2D object and $(a, b, c)$ of 3D object, what is the maximum $k$ value that will achieve the intrusion detection intensity requirement?

From (3) and (4), we have the following results:
Lemma 1. Given a required intrusion coverage/detection intensity $V_{n, \text{req}}$, the minimum number of sensor nodes to achieve $V_{n, \text{req}}$ is at least
\[ n \geq \frac{\ln(1 - V_{n, \text{req}})}{\ln(1 - p_1/k)}. \]
(5)

The above result answers Question A.

Lemma 2. Given a required intrusion coverage/detection intensity $V_{n, \text{req}}$, the maximum number of subsets to achieve $V_{n, \text{req}}$ is
\[ k \leq \frac{p_1}{(1 - (1 - V_{n, \text{req}})^{1/n})}. \]
(6)

The above result answers Question B.

3.5. Asymptotic detection and other properties

In this subsection, we derive and study asymptotic coverage, as well as other properties. From (2), we can easily get the following lemma:

Lemma 3. Intrusion coverage/detection intensity is an increasing function of $n$ and $\lim_{n \to \infty} V_n = 1$ holds. Intrusion coverage/detection intensity is a decreasing function of $k$, and $\lim_{k \to \infty} V_n = 0$ holds.

Lemma 1 implies that, given a fixed number of subsets ($k$), any intrusion detection intensity can be achieved by increasing the number of sensor nodes deployed, and that given a fixed number of sensor nodes deployed, increasing the number of subsets ($k$) decreases intrusion detection intensity. These are consistent with our intuition.

Assuming that $k$ and $n$ are proportional such that $n = km$, where $m$ is the number of sensor nodes per subset/shift, we have
\[ \lim_{k \to \infty, n \to \infty} \lim_{n \to \infty} \left( 1 - \frac{p_1 m}{n} \right)^n = 1 - e^{-p_1 m} \triangleq V(m), \]
(7)
where $V(m)$ is a function of the number of sensor nodes per shift ($m$). $V_n$ is an interesting feature of intrusion coverage/detection intensity. We have

Lemma 4. (1) $V(m) \triangleq \lim_{k \to \infty, n \to \infty} V_n = 1 - e^{-p_1 m}$; (2) $\lim_{m \to \infty} V(m) = 1$; (3) $\lim_{p_1 \to \infty} V(m) = 1$.

3.6. Sensor deployment optimization

Lemma 5. For a 2D intrusion object with a rectangular shape, the minimal intrusion coverage intensity $\min(V_n)$ is achieved when $b = \sqrt{a}$, where
\[ \min(V_n) = 1 - \left[ 1 - \left( \frac{1}{a} \left( b + 2 \sqrt{a/b + \Phi} \right) \right) \right]^n. \]
(8)

Proof. Obtaining the minimal $V_n = 1 - [1 - p_1/k]^n$ is equivalent to obtaining the minimal $p_1$. From (1), we have,
\[ p_1 = \frac{1}{a} \left( b + 2 \sqrt{b + \Phi} \right), \]
and obtaining the minimal $p_1$ is equivalent to obtaining the minimal $b + a/b$.

Let $f(b) = b + 2 \sqrt{b}$, $b > 0$, $a > 0$. We derive $f(b)$ as follows: $f'(b) = 1 - \frac{2}{b}$. Because $b > 0$, $a > 0$, when $f'(b) = 0$ we have $b = \sqrt{a}$. Furthermore, we know if $b < \sqrt{a}$, we have $f'(b) < 0$, i.e., $f(x)$ is an decreasing function. On the other hand, if $b > \sqrt{a}$, we have $f'(b) > 0$, i.e., $f(b)$ is an increasing function. Therefore, when $b = \sqrt{a}$, $f(b)$ achieves the minimum. Therefore, $\min(b + a/b)$ is achieved when $b = \sqrt{a}$.

Therefore, by plugging $b = \sqrt{a}$ back to (1) and (4), we obtain (8). □

Lemma 6. For a 3D intrusion object with a cuboid shape, the minimal intrusion detection intensity $\min(V_n)$ is achieved when $b = c = \sqrt{a}$, where
\[ \min(V_n) = 1 - \left[ 1 - \frac{1}{ak} \left( a + 6 \sqrt{3 \Phi} b^2 / (4 \Phi) + \Phi + 3 \sqrt{9 \Phi^2 a^2 / 16} \right) \right]^n. \]
(9)

Proof. First, when $b = c = \sqrt{a}$, we have $p_1 = \frac{1}{a} (a + 6 \sqrt{3 \Phi} b^2 / (4 \Phi) + \Phi + 3 \sqrt{9 \Phi^2 a^2 / 16})$, and $V_n = 1 - \left( 1 - \frac{p_1}{k} \right)^n = 1 - \left( \frac{1}{1 - \frac{1}{ak} (a + 6 \sqrt{3 \Phi} b^2 / (4 \Phi) + \Phi + 3 \sqrt{9 \Phi^2 a^2 / 16})} \right)^n$. Therefore, the only thing to prove is that $b = c = \sqrt{a}$ achieves the minimum. Obtaining the minimal $V_n = 1 - \left( 1 - \frac{p_1}{k} \right)^n$ is equivalent to obtaining the minimal $p_1$. From (2), we have
\[ p_1 = \frac{1}{a} \left[ a + 6 \sqrt{3 \Phi} b^2 / (4 \Phi) + \Phi + (b + c + a / (bc)) \sqrt{9 \Phi^2 a^2 / 16} \right], \]
and obtaining the minimal $p_1$ is equivalent to obtaining the minimal for both $f = bc + a/b + c/a$ and $g = b + c + a/(bc)$ with the same parameters.

For $b > 0$, $c > 0$, $a > 0$, we have $bc > 0, a/b > 0, a/c > 0$, then $bc + a/b + c/a \geq 3 \sqrt{bc} / (a/b) / (a/c) = 3 \sqrt{a^2}$ (*"=" holds when $bc = a/b = a/c$). That is, $f = bc + a/b + c/a \geq 3 \sqrt{a^2}$ (*"=" holds when $b = c = \sqrt{a}$). Similarly, we can prove that $g = b + c + a/(bc) \geq 3 \sqrt{bc} / (bc) = 3 \sqrt{a}$ (*"=" when $b = c = \sqrt{a}$). Therefore, $b = c = \sqrt{a}$ achieves the minimal value for $p_1$.

3.7. Projection approach

One intuition is to solve the 3D case by projecting a 3D intrusion object and sensing range into 2D planes (i.e., $xy, xz, yz$) under the assumption that both the intrusion object and the sensing range are convex, and two convex objects intersect in the 3D if and only if the projections of the objects intersect on all three 2D planes.

However, the above intuition is not correct. For a spherical object, its projections are three circle areas with sizes equal to $\pi \sqrt{3 \Phi / (4 \Phi)}^2$. However, considering an object which has projections of the exact three circle areas with sizes equal to $\pi \sqrt{3 \Phi / (4 \Phi)}^2$, the object may be larger than the spherical object.

In Fig. 3, a three-dimensional object (Q) is made by three orthogonal cylinders. Its projections on these 2D planes ($xy, yz, xz$) are exactly the same as the projections of a sphere, which are three circular areas with the same size.
size. The assumption is that the radius of the cylinder is equal to the radius of the sphere, and that Q and the sphere share the same center. The sphere is inside the object Q.

However, Q is totally different from the sphere. They only share at most three tangent circle lines on their surface. That is because, each cylinder only shares a circle line with the sphere on the surface, which is the tangency. Then the three cylinders and the sphere totally share three circle lines on their surfaces. The surfaces of Q are formed by these three cylinders. In other words, all the points on the surface of Q are on the surface of these three cylinders. Therefore, the common points between Q and the sphere are at most these three circle lines. In fact, Q and the sphere share these three circle lines on their surface.

Therefore, we can achieve a three-dimensional object Q, that has the same projections as a sphere, but only shares three circle lines on its surface. Therefore, they have different shapes with different sizes. Different objects can have the same projections on these three planes, so this method is not accurate for calculating the probabilities.

4. 2D intrusion object under gaussian distribution

In the above sections, we assume that sensor node deployment follows a uniform distribution. In this subsection, we assume that the sensor node deployment follows a two-dimensional Gaussian distribution with mean \((X/2,Y/2)\), and that the whole deployment region is denoted as \([0,X] \times [0,Y]\). Let \(\sigma\) denote the standard deviation, and we have the density function as follows:

\[
f(x,y) = \frac{1}{2\pi\sigma^2} e^{-\frac{x^2+\frac{y^2}{\sigma^2}}{2\sigma^2}}.
\]  

We assume that a sensor node can detect an intrusion object with size \(o\) in a two-dimensional situation. We assume that the object shape is either a rectangle (with its length \(b\) and width \(o/b\)) or a circle (with \(2\sqrt{o/\pi}\) as the diameter). We also assume that a sensor node’s coverage area is a circle. We use \(\Phi\) to denote the sensing area of a sensor node. As illustrated in Fig. 1, a sensor node’s sensing range does not overlap an intrusion object if the sensor node’s center is far away (> \(\sqrt{\Phi/\pi}\)).

We consider any random point \((g,h)\) in the sensor network field, shown in Figs. 4 and 5, for the following two subsections, respectively. We assume that an intrusion object’s central point is \((g,h)\). Let \(p(g,h)\) denote the probability that a sensor node detects an intrusion object whose central point is \((g,h)\). \(p(g,h)/k\) is the probability that the intrusion object is covered by an active sensor node. The probability that an intrusion object whose central point is \((g,h)\) is detected by at least one active sensor node is given by

\[
V_n(g,h) = 1 - [1 - p(g,h)/k]^n.  \tag{11}
\]

Since \((g,h)\) is a random variable, for the intrusion detection intensity, we have

\[
V_n = E(V_n(g,h)) = \int_0^X \int_0^Y V_n(g,h)f(g,h)\,dg\,dh. \tag{12}
\]
where $E(\cdot)$ is the mean function and $f(g,h) = \frac{1}{\sqrt{\pi}}$, since $(g,h)$ is randomly chosen from the network field. Therefore, we need to derive $p(g,h)$ in the following subsections to solve (12).

4.1. Intrusion object (circle)

In this subsection, we assume that the shape of intrusion object is a circle area and then derive the intrusion detection intensity. Because the sensing field of each sensor node is a circle with radius $\sqrt{\Phi/\pi}$, and the radius of the intrusion object is $\sqrt{\alpha/\pi}$, a sensor node detects an intrusion object if and only if one sensor node resides in the circle centered at $(g,h)$ with radius $\sqrt{\alpha/\pi + \sqrt{\Phi/\pi}}$. Let $r$ denote $\sqrt{\alpha/\pi + \sqrt{\Phi/\pi}}$. We have

$$p(g,h) = \int \int_{(x-y)^2 + y^2 < r^2} f(x,y) dx dy. \quad (13)$$

Let $x' = x - g$ and $y' = y - h$. We then transform (13) to

$$p(g,h) = \int \int_{x'^2 + y'^2 < r^2} \frac{1}{2\pi \sigma^2} e^{-\frac{(x'-g)^2 + (y'-h)^2}{2\sigma^2}} dx' dy'. \quad (14)$$

Let $x' = \cos \theta$ and $y' = \sin \theta$, where $0 \leq \theta \leq 2\pi$. Let $|l| = \frac{p(x,y)}{p(x,y)} = l$, and then we can transform (12) to

$$p(g,h) = \int_l^\pi \int_0^\pi \frac{1}{2\pi \sigma^2} e^{-\frac{(\cos^2 \theta + \sin^2 \theta - \alpha - \Phi)}{2\sigma^2}} |l| d\theta d\phi. \quad (15)$$

4.2. Intrusion object (rectangle)

In this subsection, we assume that the shape of intrusion object is rectangular, and then we derive the intrusion detection intensity. We have

$$p(g,h) = \int \int_{S} f(x,y) dx dy, \quad (16)$$

where $S = S_1 + S_2 + S_3 + S_4$; $S_i$ is the areas of the intrusion object plus four rectangular areas, shown in Fig. 5; $S_2$, $S_3$, $S_4$, and $S_6$ are the areas in the corners. The reasoning of Fig. 5 is the same as that of Fig. 1. Let $p_i(g,h)$ denote the portion of $p(g,h)$ in $S_i$ ($i = 1, 2, 3, 4, 5$).

Therefore, we have

$$p(g,h) = \sum_{i=1}^5 p_i(g,h) = \sum_{i=1}^5 \int \int_{S_i} f(x,y) dx dy. \quad (17)$$

Since the sensor node deployment follows a two-dimensional Gaussian distribution, we have

$$f(x,y) = \frac{1}{2\pi \sigma^2} e^{-\frac{(x^2 + y^2)}{2\sigma^2}}. \quad (18)$$

In the following, we derive the five parts of the probability $p(g,h)$. Since the shape of the intrusion object is a rectangle (with its length and width being $b$ and $a/b$, respectively) and the sensing field of each sensor node is a circle (with radius $\sqrt{\Phi/\pi}$), Let $|l| = \frac{x}{\sqrt{\alpha_\pi}} = l, A(l,0, g) = l \cos \theta + g - X/2$, and $B(l,0, h) = l \sin \theta + h - Y/2$. We have

$$p_i(g,h) = \int \int_{S_i} f(x,y) dx dy = \int_{h-b/2}^{h+b/2} \int_{g-b/2}^{g+b/2} \frac{1}{2\pi \sigma^2} e^{-\frac{(x^2 + y^2)}{2\sigma^2}} dx dy + \int_{h-b/2}^{h+b/2} \int_{g-b/2}^{g-b/2} \frac{1}{2\pi \sigma^2} e^{-\frac{(x^2 + y^2)}{2\sigma^2}} dx dy + \int_{h-b/2}^{h+b/2} \int_{g-b/2}^{g-b/2} \frac{1}{2\pi \sigma^2} e^{-\frac{(x^2 + y^2)}{2\sigma^2}} dx dy.$$

5. 3D intrusion object under gaussian distribution

In this subsection, we assume that the sensor node deployment follows a three-dimensional Gaussian distribution with mean $(X/2, Y/2, Z/2)$ and that the whole deployment region is denoted as $[0,X] \times [0,Y] \times [0,Z]$. We have the density function as follows:

$$f(x,y,z) = \frac{1}{\sqrt{2\pi \sigma^2}} e^{-\frac{(x^2 + y^2 + z^2)}{2\sigma^2}}. \quad (19)$$

We assume that a sensor node can detect an intrusion object with size $o$ in a three-dimensional situation. We also assume that a sensor node’s coverage space is a ball. We use $\Phi$ to denote the sensing space of a sensor node. As illustrated in Fig. 2, a sensor node does not overlap an intrusion object if the sensor node’s center is far away ($> \sqrt{3} \Phi/(4\pi)$). We consider a random point $(g,h,q)$ in the sensor network space. We assume that an intrusion object’s central point is $(g,h,q)$. Let $p(g,h,q)$ denote the probability that a sensor node detects an intrusion object whose central point is $(g,h,q)$.

$$p(g,h,q) = \int_{0}^{X} \int_{0}^{Y} \int_{0}^{Z} f(x,y,z) dx dy dz. \quad (20)$$

Therefore, for the intrusion detection intensity, we have

$$V_n(g,h,q) = \int_{0}^{X} \int_{0}^{Y} \int_{0}^{Z} f(x,y,z) dx dy dz.$$

Since $(g,h,q)$ is randomly chosen from the network field, we have $f(g,h,q) = \frac{1}{XYZ}$.

Therefore, we need to derive $p(g,h,q)$ in the following subsections to solve (21).
5.1. Intrusion object (sphere)

In this subsection, we assume that the object shape is a sphere with \( \sqrt{3}\Phi/(4\pi) \) as its radius. Because the sensing space of each sensor node is a sphere with \( \sqrt{3}\Phi/(4\pi) \) as the radius and the radius of the intrusion object is \( \sqrt{3}\Phi/(4\pi) \), a sensor node detects an intrusion object if and only if one sensor node resides in the sphere centered at \((g,h,q)\) with radius \( \sqrt{3}\Phi/(4\pi) \). Let \( r \) denote \( \sqrt{3}\Phi/(4\pi) + \sqrt{3}\Phi/(4\pi) \). We have

\[
p(g,h,q) = \iiint_{(x-g)^2+(y-h)^2+(z-q)^2<r^2} f(x,y,z) dx dy dz. \tag{22}
\]

Let \( x' = x-g, y' = y-h, z' = z-q \). We then transform (22) to

\[
p(g,h,q) = \iiint_{x'^2+y'^2+z'^2<r^2} \frac{1}{(\sqrt{2}\pi\sigma)^3} e^{-\frac{(x'^2+y'^2+z'^2)}{2\sigma^2}} f(x',y',z') dx' dy' dz'. \tag{23}
\]

Let \( x' = l \sin \varphi \cos \theta, y' = l \sin \varphi \sin \theta, z' = l \cos \varphi, |l| = |(x,y)|=l^2\sin^2\varphi|C(l,\varphi,0,g)|=l \sin \varphi \cos \theta + g - K/2, D(l,\varphi,\theta,h) = l \sin \varphi \sin \theta + h - Y/2, \) and \( h(l,\varphi,q) = l \cos \varphi + q - Z/2, \) where \( 0 \leq l \leq r, 0 \leq \theta \leq 2\pi \) and \( 0 \leq \varphi \leq \pi \). Then we can transform (23) to

\[
p(g,h,q) = \int_{0}^{\pi} \int_{0}^{\pi} \int_{0}^{\pi} \frac{1}{(\sqrt{2}\pi\sigma)^3} e^{-\frac{(x'^2+y'^2+z'^2)}{2\sigma^2}} f(x',y',z') dx' dy' dz' \tag{24}
\]

5.2. Intrusion object (cuboid)

In this subsection, we assume that the object shape is cuboid. We denote its length, width, and height as \( b, c, \) and \( d/(bc) \), respectively. For \( p(g,h,q) \), we have

\[
p(g,h,q) = \iiint_{V} f(x,y,z) dx dy dz, \quad \text{where } V = \bigcup_{i=1}^{9} V_i \tag{25}
\]

where \( V \) is the space of the intrusion object plus the places whose distance to the intrusion object is less than or equal to \( r \), shown in Fig. 2. \( V_i \) is similar concept as \( S_i \) but in 3D space, shown in Fig. 6. Let \( p_i(g,h,q) \) denote the portion of \( p(g,h,q) \) in \( V_i \) \((i = 1, \ldots, 9)\).

We have

\[
p(g,h,q) = \sum_{i=1}^{9} p_i(g,h,q) = \sum_{i=1}^{9} \iiint_{V_i} f(x,y,z) dx dy dz. \tag{26}
\]

Since the sensor node deployment follows a three-dimensional Gaussian distribution, we have

\[
f(x,y,z) = \frac{1}{(\sqrt{2}\pi\sigma)^3} e^{-\frac{(x^2+y^2+z^2)}{2\sigma^2}} \tag{27}
\]

Assume that three edges of the object are parallel to the \( x \)-axis, the \( y \)-axis, and \( z \)-axis, respectively. We have

![Fig. 6. Three-dimensional intrusion object emerging in the sensing space.](image)

![Fig. 7. Intrusion coverage intensity vs. number of sensor nodes.](image)
\[ P_1(g, h, q) = \iiint_{V_1} f(x, y, z) dx \, dy \, dz = \frac{q + a/(2bc) - \sqrt{3d/(4\pi)}}{g + b/2} \]
\[ + \int_{q - a/(2bc)}^{g - a/2} \int_{h - c/2}^{g + b/2} f(x, y, z) dx \, dy \, dz \]
\[ + \int_{q - a/(2bc)}^{g - a/2} \int_{h - c/2}^{g + b/2} f(x, y, z) dx \, dy \, dz \]
\[ - 2 \int_{q - a/(2bc)}^{g - a/2} \int_{h - c/2}^{g + b/2} f(x, y, z) dx \, dy \, dz, \]
\[ P_2(g, h, q) = \int_{\pi/2}^{\pi} \frac{1}{\sqrt{2\pi\sigma}} e^{-\frac{1}{2\sigma^2} (g - h)^2} \, \frac{1}{\sqrt{2\pi\sigma^2}} e^{\frac{1}{2\sigma^2} (h - q)^2} \, \frac{1}{\sqrt{2\pi\sigma^2}} e^{\frac{1}{2\sigma^2} (h - a)^2} \, |j| \, d\theta \, d\phi \, dl, \]
\[ P_3(g, h, q) = \int_{\pi/2}^{\pi} \frac{1}{\sqrt{2\pi\sigma}} e^{-\frac{1}{2\sigma^2} (g - h)^2} \, \frac{1}{\sqrt{2\pi\sigma^2}} e^{\frac{1}{2\sigma^2} (h - q)^2} \, \frac{1}{\sqrt{2\pi\sigma^2}} e^{\frac{1}{2\sigma^2} (h - a)^2} \, |j| \, d\theta \, d\phi \, dl, \]
\[ P_4(g, h, q) = \int_{\pi/2}^{\pi} \frac{1}{\sqrt{2\pi\sigma}} e^{-\frac{1}{2\sigma^2} (g - h)^2} \, \frac{1}{\sqrt{2\pi\sigma^2}} e^{\frac{1}{2\sigma^2} (h - q)^2} \, \frac{1}{\sqrt{2\pi\sigma^2}} e^{\frac{1}{2\sigma^2} (h - a)^2} \, |j| \, d\theta \, d\phi \, dl, \]
\[ P_5(g, h, q) = \int_{\pi/2}^{\pi} \frac{1}{\sqrt{2\pi\sigma}} e^{-\frac{1}{2\sigma^2} (g - h)^2} \, \frac{1}{\sqrt{2\pi\sigma^2}} e^{\frac{1}{2\sigma^2} (h - q)^2} \, \frac{1}{\sqrt{2\pi\sigma^2}} e^{\frac{1}{2\sigma^2} (h - a)^2} \, |j| \, d\theta \, d\phi \, dl, \]
\[ P_6(g, h, q) = \int_{\pi/2}^{\pi} \frac{1}{\sqrt{2\pi\sigma}} e^{-\frac{1}{2\sigma^2} (g - h)^2} \, \frac{1}{\sqrt{2\pi\sigma^2}} e^{\frac{1}{2\sigma^2} (h - q)^2} \, \frac{1}{\sqrt{2\pi\sigma^2}} e^{\frac{1}{2\sigma^2} (h - a)^2} \, |j| \, d\theta \, d\phi \, dl, \]
\[ P_7(g, h, q) = \int_{\pi/2}^{\pi} \frac{1}{\sqrt{2\pi\sigma}} e^{-\frac{1}{2\sigma^2} (g - h)^2} \, \frac{1}{\sqrt{2\pi\sigma^2}} e^{\frac{1}{2\sigma^2} (h - q)^2} \, \frac{1}{\sqrt{2\pi\sigma^2}} e^{\frac{1}{2\sigma^2} (h - a)^2} \, |j| \, d\theta \, d\phi \, dl, \]
\[ P_8(g, h, q) = \int_{\pi/2}^{\pi} \frac{1}{\sqrt{2\pi\sigma}} e^{-\frac{1}{2\sigma^2} (g - h)^2} \, \frac{1}{\sqrt{2\pi\sigma^2}} e^{\frac{1}{2\sigma^2} (h - q)^2} \, \frac{1}{\sqrt{2\pi\sigma^2}} e^{\frac{1}{2\sigma^2} (h - a)^2} \, |j| \, d\theta \, d\phi \, dl, \]
\[ P_9(g, h, q) = \int_{\pi/2}^{\pi} \frac{1}{\sqrt{2\pi\sigma}} e^{-\frac{1}{2\sigma^2} (g - h)^2} \, \frac{1}{\sqrt{2\pi\sigma^2}} e^{\frac{1}{2\sigma^2} (h - q)^2} \, \frac{1}{\sqrt{2\pi\sigma^2}} e^{\frac{1}{2\sigma^2} (h - a)^2} \, |j| \, d\theta \, d\phi \, dl, \]

where \(|j| = \sqrt{\frac{(x^2 + y^2)}{2\pi}}|l^2 \sin \phi|\).

6. Performance evaluation

In this section, we evaluate the performance of different intrusion detection scenarios, including both 2D and 3D situations. We mainly focus on factors that influence the detection intensity, as well as the impact of object size on the deployment of sensor networks. Such studies are helpful in the deployment of sensor networks especially when the kind of intrusion objects, such as the size of objects, is of interest.

6.1. Performance evaluation with a 2D intrusion object

In this subsection, we study the performance of detection probability and intrusion coverage intensity via both simulation and analytical results. All of the results consider both the circular intrusion objects and the rectangular intrusion objects. Simulations were conducted with discrete event simulation using C++.

6.1.1. Intrusion coverage intensity

We study the performance of intrusion coverage intensity versus number of sensor nodes, number of subsets, and object size.

Fig. 7 shows the performance of intrusion coverage intensity with parameters as follows: \(k = 2\) or 4, \(a = 10,000\), \(\Phi = 30\), and \(o = 5\). Both analytical results and simulation results are studied. Fig. 7a shows the performance with a circular intrusion object, and from the figure we observe that the intrusion coverage intensity increases as the number of nodes increases. A larger \(k\) corresponds to decreased intrusion coverage intensity. From (3), we know that a large \(n\) will lead to high intrusion coverage intensity, and that when \(n\) goes to infinity, the coverage intensity runs to 1. Fig. 7b shows the similar performance of intrusion coverage intensity with a rectangular intrusion object (5 by 1 rectangle). In both Fig. 7a and b, the analytical results match the simulation results nicely.

In Fig. 8, simulations are conducted with \(n = 5000\) and \(n = 3000\), while \(a = 10,000\), \(\Phi = 30\), and \(o = 5\). Both analytical results and simulation results are studied. Fig. 8a shows the performance with a circular intrusion object, and from the figure we observe that the intrusion coverage intensity decreases as the number of subsets increases. When \(k\) goes to infinity, the intrusion coverage intensity runs to 0. From (3), we know that intrusion coverage intensity is a decreasing function of \(k\), and a larger \(n\) corresponds to higher coverage intensity. Fig. 8b shows the similar performance of intrusion coverage intensity with a rectangular intrusion object (5 by 1 rectangle). In both Fig. 8a and b, the analyt-
ical results match the simulation results nicely. Normally, we would not divide the sensor nodes into so many subsets. However, for a deeper understanding of subsets \((k)\), we take a broad range to see the impacts of number of subsets.

In Fig. 9, parameters are chosen as \(k = 2\) or \(4\), \(n = 1000\), \(a = 10,000\) and \(\Phi = 30\). Both analytical results and simulation results are studied. Fig. 9a and b shows the performance with a circular intrusion object and with a rectangular intrusion object (with one pair of sides fixed at 5 and another pair of sides varying), respectively. Both figures show a similar performance of intrusion coverage intensity. By intuition, the intrusion coverage intensity increases as the intrusion object size increases, and this is illustrated in the figures. A larger \(k\) makes the coverage intensity lower. In both Fig. 9a and b, the analytical results match the simulation results nicely.

Fig. 9c shows the performance of intrusion coverage intensity vs. object length \(b\) of a rectangular intrusion object, where \(o = 25\) and \(n = 500\). As illustrated in the figure, the intrusion coverage intensity first decreases and then increases as \(b\) increases. We observe from the figure that, when \(b = \sqrt{o}\), the intrusion coverage intensity reaches its minimum value. That is because \(p_1\) reaches its minimum value when \(b = \sqrt{o}\). This confirms Lemma 5. Intuitively, the lowest intrusion coverage intensity should correspond
to the smallest intrusion object size. Note that the x-axis is not the size of the intrusion object, but its $b$ value.

6.1.2. Detection probability

Fig. 10 shows the performance of detection probability while $a = 10,000$ and $n = 1000$. Both analytical results and simulation results are studied. Fig. 10a shows the performance with a circular intrusion object, and Fig. 10b shows the performance with a rectangular object (with one pair of sides fixed at 5 and another pair of sides varying). As illustrated in the figures, the detection probability increases as the size of the intrusion objects increases, and a larger $U$ corresponds to a larger detection probability. This is also consistent with our intuition. In both Fig. 10a and b, the analytical results match the simulation results nicely.

6.1.3. Sensor network deployment

Fig. 11a shows the sensor node deployment for a circular object, where $a = 10,000$, $U = 30$, and $k = 4$. As illustrated in the figure, the minimum number of sensor nodes required decreases as the size of the intrusion object increases. Higher intrusion coverage intensity requires more sensor nodes. Fig. 11b shows a similar result as in Fig. 11a, with the circular intrusion object. The figures answer Question A in the above.

Fig. 11c shows the impact of object length of a rectangular intrusion object, where $a = 10,000$, $U = 30$ and $k = 4$. The object size is fixed at 25. As illustrated in the figure, the required $n$ value reaches its peak at $b = \sqrt{6}$.

Fig. 12a shows the required maximum $k$ value (i.e., the number subsets) when parameters are chosen as $a = 10,000$, $U = 30$, and $n = 3000$. As illustrated in the
6.2. Performance evaluation with a 3D intrusion object

In this subsection, we study the performance of detection probability and intrusion detection intensity via both simulations and analytical results. All of the results consider both the spherical intrusion objects and cuboid intrusion objects.

6.2.1. Intrusion detection intensity

We study the performance of intrusion detection intensity versus the number of sensor nodes, number of subsets, and object size.

In Fig. 13, simulations are conducted with parameters chosen as $k = 2$ or $4$, $a = 1,000,000$, $\Phi = 500$, and $o$(object size) = 100. Fig. 13a shows the performance with a spherical intrusion object. Both the analytical results and simulation results are studied and from the figure we observe that the intrusion detection intensity increases as the number of nodes increases. A larger $k$ corresponds to lower intrusion detection intensity. From (2), we know that a large $n$ will lead to high intrusion detection intensity, and that when $n$ goes to infinity, the detection intensity runs to 1. In Fig. 13a, the analytical results match the simulation results nicely. Fig. 13b shows the similar performance of intrusion detection intensity with a cuboid intrusion object ($a = 100$, $c = 15$, $b = 5$).

---

**Fig. 14.** Intrusion detection intensity vs. number of subsets.

(a) $V_n$ vs. Number of Subsets: spherical object   
(b) $V_n$ vs. Number of Subsets: cuboid object

---

**Fig. 15.** Intrusion detection intensity vs. object size.

(a) $V_n$ vs. Object Size: spherical object   
(b) $V_n$ vs. Object Size: cuboid object

---

**Fig. 16.** Detection probability vs. intrusion object size.

(a) $p_1$ vs. Intrusion Object Size: spherical object   
(b) $p_1$ vs. Intrusion Object Size: cuboid object
In Fig. 14, parameters are chosen as $n = 5000$ or $3000$, $a = 1,000,000$, $\Phi = 500$, and $o = 100$. Fig. 14a shows the performance with a spherical intrusion object, and from the figure we observe that the intrusion detection intensity decreases as the number of subsets increases. When $k$ goes to infinity, the intrusion detection intensity runs to $0$. From (3), we know that intrusion detection intensity is a decreasing function of $k$, and that a larger $n$ corresponds to higher intrusion detection intensity. Fig. 14b shows the similar performance of intrusion detection intensity with a cuboid intrusion object ($o = 100$, $c = 15$, $b = 5$). Normally, we would not divide the sensor nodes into so many subsets. However, for a deeper understanding of subsets ($k$), we take a broad range to see the impacts of the number of subsets.

Fig. 15 shows the performance of intrusion detection intensity with parameters as follows: $k = 2$ or $k = 4$, $n = 1000$, $a = 1,000,000$ and $\Phi = 500$. Fig. 15a and b shows the performance with a spherical intrusion object and with a cuboid intrusion object (with one pair of sides fixed at 5, 15 and the third side varying), respectively. Both figures show the similar performance of intrusion detection intensity. By intuition, the intrusion detection intensity increases as the size of the intrusion object increases, and this is also illustrated in the figures. A larger $k$ makes the detection intensity lower.

6.2.2. Detection probability

Fig. 16 shows the performance of detection probability with $a = 1,000,000$. Fig. 16a shows the performance with a spherical intrusion object, and Fig. 16b shows the performance with a cuboid object (with one pair of sides fixed at 5, 15 and the third side varying). As illustrated in the figures, the detection probability increases as the size of the intrusion objects increases, and a larger $\Phi$ corresponds to a larger detection probability. This is also consistent with our intuition.

6.2.3. Sensor network deployment

Fig. 17a shows the required minimum number of sensor nodes for a given intrusion detection intensity with a spherical intrusion object when $a = 1,000,000$, $\Phi = 500$, and $k = 4$. As illustrated in the figure, the minimum number of sensor nodes required decreases as the size of the intrusion object increases. Higher intrusion detection intensity requires more sensor nodes. Fig. 17b shows a similar result as in Fig. 17a, with the intrusion object being cuboid. The figures answer Question A in the above.

Fig. 18a shows the required maximum $k$ value (i.e., the number of subsets) for a given detection intensity with a spherical intrusion object when $a = 1,000,000$, $\Phi = 500$, and $n = 3000$. As illustrated in the figure, the maximum number of subsets required increases as the size of the intrusion object increases. A higher intrusion detection intensity needs a smaller $k$. Fig. 18b shows the similar result as in Fig. 18a while the intrusion object is represented as a cuboid. The figures answer Question B in the above.

6.3. Asymptotic coverage and other properties

Fig. 19a shows $V(m)$ over $m$. As illustrated in the figure, $V(m)$ increases exponentially as $m$ increases and goes to 1 as $m$ goes to infinity. Fig. 19b shows $V(m)$ over $p_1$. As illustrated in the figure, $V(m)$ increases exponentially as $p_1$ increases and goes to 1 as $p_1$ goes to infinity.
6.4. Intrusion coverage intensity under gaussian distribution

In this subsection, we study the performance of intrusion coverage intensity versus the number of sensor nodes and the number of subsets when the deployment of sensor nodes follows Gaussian distribution.

6.4.1. Performance evaluation with a 2D intrusion object

Fig. 20 shows the performance of intrusion coverage intensity vs. the number of sensor nodes for different numbers of subsets ($k = 2$ and $k = 4$) when $a = 10,000$ ($X = 100$, $Y = 100$), $\Phi = 30$, $o = 5$, and the standard deviation of Gaussian distribution $\sigma$ is 15. Fig. 20a shows the performance with a circular object. As illustrated in Fig. 20a, the intrusion coverage intensity increases as the number of nodes increases. A larger $k$ corresponds to lower intrusion coverage intensity and a larger $n$ leads to higher intrusion coverage intensity. When $n$ goes to infinity, the intrusion coverage intensity goes to 1. Fig. 20b shows the similar performance of intrusion coverage intensity with a rectangular intrusion object (5 by 1 rectangle).

Fig. 21 shows the performance of intrusion coverage intensity vs. the number of subsets for different numbers of sensor nodes ($n = 5000$ and $n = 3000$) when $a = 10,000$ ($X = 100$, $Y = 100$), $\Phi = 30$, $o = 5$, and the standard deviation of Gaussian distribution $\sigma$ is 15. Fig. 21a shows the performance with a circular object. As illustrated in Fig. 21a, the intrusion coverage intensity decreases as the number of subsets increases; when $k$ goes to infinity, the coverage intensity goes to 0; and a larger $n$ corresponds to higher intrusion coverage intensity. Fig. 21b shows the similar performance of intrusion coverage intensity with a rectangular intrusion object (5 by 1 rectangle).

6.4.2. Performance evaluation with a 3D intrusion object

Fig. 22 shows the performance of intrusion coverage intensity vs. the number of sensor nodes for different number of subsets ($k = 2$ and $k = 4$), where the intrusion object is a spherical object. The parameters are chosen as

![Graphs and figures]

Fig. 20. Intrusion coverage intensity vs. number of sensor nodes (Gaussian).

Fig. 21. Intrusion coverage intensity vs. number of subsets (Gaussian).
When the number of subsets in a cuboid object increases, the intrusion detection intensity goes to 1. Fig. 23 shows the performance of intrusion coverage intensity for different numbers of sensor nodes. As illustrated in Fig. 23a, the intrusion coverage intensity increases as the number of nodes increases. A larger $k$ will lead to higher intrusion coverage intensity. When $n$ goes to infinity, the intrusion coverage intensity goes to 1. Fig. 23b shows the similar performance of intrusion coverage intensity with a particular spherical object.

Fig. 22. Intrusion detection intensity vs. number of sensor nodes: spherical object.

Fig. 23. Intrusion detection intensity vs. number of sensor nodes: cuboid object.

Energy saving and network lifetime are important topics for wireless sensor networks, and the $k$-set randomized scheduling algorithm extends the lifetime of the network. In this paper, we studied the intrusion detection problem in the sensor network from a static and statistical view, and we evaluated the performance of the randomized scheduling algorithms with intrusion objects occupying two-dimensional areas or three-dimensional spaces. In addition, we studied the sensor network deployment in more realistic settings. For example, we studied the cases in which the deployments of sensor nodes follow two-dimensional and three-dimensional Gaussian distributions in a two-dimensional plane and a three-dimensional space, respectively. Multiple performance metrics such as detection probability and intrusion coverage intensity were studied via both computer simulations and mathematical analysis. The detection probability and the coverage intensity were studied while varying the object size, the number of sensor nodes, the sensing radius, the number of subsets, and the size of the monitored region. In addition, we studied the influence of the sizes and shapes of the intrusion objects on sensor network’s configuration. Our results provide us
with a guideline of how a sensor network can be set up to meet a certain detection capability to detect practical objects, such as enemy tanks in more realistic settings.
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