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Abstract – In many applications of Wireless Sensor Networks 

(WSN), the source of an event needs to be protected. In resource 

constrained WSN, providing source anonymity is a challenging 

task. A traditional approach for hiding source in WSN is to let all 

nodes generate dummy data packets even if they have no event to 

report. However, this kind of approach introduces large 

overhead. In order to reduce the large overhead of sending 

dummy data packets, we propose using a much shorter control 

packet to achieve source anonymity. The short control packets 

are used to coordinate the transmissions of dummy data packets, 

which prevent revealing the source node and hence provides 

source anonymity in WSN. We evaluate the performance of our 

anonymity scheme via ns-2 simulations. The simulations show 

that our scheme has much less traffic overhead than an existing 

anonymity scheme.  

Keywords - anonymity; wireless sensor networks; security; 

dummy traffic 

I. INTRODUCTION 

Wireless Sensor Networks (WSN) have many applications. 

In some network scenarios (such as military battlefield 

surveillance), identifying the physical source of a message 

represents a security breach, even if the message content is not 

revealed. This is a particular threat as it is relatively easy for 

an adversary to trace network traffic that uses wireless 

communications. 

A number of literatures (e.g., [1] - [5]) have studied source 

anonymity in WSN. In [1], Shao et al. present the FitProbRate 

(FPR) scheme.  FPR considers a homogeneous sensor network 

and an outside attacker performing traffic analysis. End-to-end 

encryption is used so intermediate sensors are unable to 

determine whether a given packet is dummy or data traffic. 

The main contribution of [1] is the statistically strong 

anonymity scheme with minimal delay for event data. All 

nodes send data traffic with a random delay of mean λ. When 

a node has event data to send, it computes the minimum delay 

that fits the probability distribution within a given confidence 

threshold. Shao et al. find that the average delay incurred is 

approximately  λ/10. 

In [2], Yang et al. extend the FPR scheme by introducing 

proxy nodes that filter the dummy traffic, reducing the overall 

network energy dissipation. This method is still expensive, as 

the dummy messages have the same length as the event data 

messages. Furthermore, the proxy nodes are bottlenecks of the 

system and if one fails then it can disrupt a large area of the 

network. 

Ahn et al. introduce the concepts of k-anonymity in [3].  k-

anonymity means that an adversary can only narrow the node 

of interest to within a set of k nodes. Thus, in a network of n 

nodes, full anonymity is achieved when k = n. They design a 

scheme that gives both the sender and the receiver k-

anonymity. By limiting the anonymity to a subset of n, 

anonymity acceptable for many applications is achieved at 

much lower cost. Their scheme relies on public key 

encryption, which requires heavy computations and hence it is 

unsuitable for many sensor networks. 

The approach for efficient source anonymity in sensor 

networks taken by [4] and [5] is to send data packets on a 

random walk before routing them to the base station. The 

random walk sends the data to an intermediate destination 

before final routing to the base station. This layer of re-

direction may add a degree of security, but is not robust 

against a global observer.   

Kong et al. [6] present ANODR, which provides route 

anonymity and location privacy for ad-hoc networks. Route 

pseudonyms are employed which require a costly set-up 

phase. The heavy burdens of trap-door encryption and route 

setup make the scheme unsuitable for energy-constrained 

sensor networks. Furthermore, the mixing techniques 

employed by ANODR require constant traffic among varied 

sources and destinations, where sensor networks have a fixed 

destination (the base station).   

In this research, we propose a novel idea for source 

anonymity by adding short control packets that coordinate the 

transmission of longer, less frequent data packets. An observer 

will only know that an event has occurred, but will not be able 

to find out what the event was or where it happened. We 

compare the performance of our scheme and the FPR scheme 

[1] by using the ns2 network simulator [10]. Transmission 

overhead includes all traffic (except sensing data) that is 

routed to the base station. Latency is the amount of time 

between when the sensor event occurs and the data arrives at 

the base station. Our scheme seeks to minimize both latency 

and transmission overhead. 

 

II. ATTACK AND NETWORK MODEL 

The scenario described in [1] and [2] is a sensor network 

monitoring endangered animals such as giant pandas. The 

attacker is a hunter who has placed a sensor network in the 

same area that can monitor radio transmissions. We are thus 

concerned with a global, passive observer. In this scenario, the 

hunter's goal is to use traffic analysis to find the source of an 

event data, which is where the panda is located. 
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Due to cost reason, inexpensive small sensor nodes do not 

have tamper-resistant hardware, and may be compromised by 

an adversary [7].  Similar to the assumption in [8], we assume 

that there is an initial secure period where all nodes are trusted  

and cryptographic keys are shared among neighboring nodes. 

After the secure period, some sensors in the network may be 

compromised and may behave arbitrarily. 

Each  sensor node shares a pair-wise key with the base 

station (BS). This key is used to encrypt data packets sent 

from the sensor to the BS.  Each sensor has a broadcast key 

known by its neighbors. This key is used for local broadcasts. 

Finally, every sensor shares a pair-wise key with each of its 

neighbors. All radio links are bidirectional. A Medium Access 

Control (MAC) layer protocol is in place to coordinate 

communications among neighboring nodes.  In all cases, 

transmissions are encrypted such that an outside observer 

cannot see the message contents.   

 

III. THE ANONYMITY SCHEME FOR WSN 

A. Scheme Description 

A sensor network consists of many small sensor nodes. In 

order to provide source anonymity, dummy packets are sent 

by nodes that do not have data to send. If all (or most) dummy 

packets have the same length as a data packet (this is the case 

for the scheme in [1]), then it is very costly. In this paper, we 

propose an anonymity scheme that uses short control packets 

to coordinate (long) data packet transmissions. The scheme is 

referred to as the Control Packet based Anonymity (CPA) 

scheme, and it is presented in Fig. 1. In the following, we 

describe the CPA scheme. 

Nodes transit between two states: Idle and Ready. Idle nodes 

periodically send 'no' control packets indicating that they have 

no data to send. A node (say i) with data sends out 'yes' 

control packets, and will send a data packet around a specified 

time t. Around the time t,  node i sends out its event data 

packet, and nodes without data send a dummy 'data' packet 

(the same length as the real data packet). A node moves to the 

Ready state when one of two conditions are satisfied: 

1) It has data to send.  

2) It has received a 'yes' control packet. 

If a node has data, it will send out 'yes' control packets, 

which are forwarded to all other nodes in the network, so soon 

all nodes in the network move to the Ready state. 

After transiting from Idle to Ready, a node sets a timer to 

send a (real or dummy) data packet. When the timer fires, the 

node will send either a real or dummy data packet. The node 

will then transit back to Idle. The sequence of transitions from 

Idle to Ready, transmission of a data packet, and transitioning 

back to Idle is referred to as a cycle. The cycles of the nodes 

in the network are synchronized using control packets. Fig. 1 

contains a formal description of the scheme. 

Nodes send out control packets with a random delay 

following an exponential probability function. The 

exponential parameter λ gives the mean time between 

transmissions. Nodes maintain the history of inter-message 

time. In Fig. 1, the function MinDelay returns a small delay 

that fits the exponential distribution with the given mean and 

history. A statistical test is used to verify fit to a desired 

confidence. The function RecoverMean returns a delay that 

restores the proper mean. After transiting to Ready state, a 

node sends the first 'yes' control packet with a delay given by 

MinDelay. Subsequent control packets are sent with a delay 

given by the function RecoverMean. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
Fig. 1: The control packet based anonymity scheme 

 

Assume all the sensor clocks are synchronized. Each node 

has an estimation, TP, for how long its control packet 

propagate through the network. The Time to Send Data (TSD) 

field is set to the current time + TP.  An idle node that receives 

a 'yes' control packet will use the TSD from the incoming 'yes' 

packet.   

If TP is overestimated, then nodes will wait longer than 

necessary for the 'yes' control packets to propagate through the 

network, causing increased latency for the data packet.  On the 

other hand, if TP is underestimated, then the 'yes' control 

packets will not have time to propagate through the network, 

and some nodes will not send dummy traffic. This will give 

the adversary some clues to the event location. 

Input: Distance H the node is from the far edge of the network (Hops), 
Mean delay between control packets λ 

1. Tp := 

2. φ := {} 
3. hasData := FALSE 

4. state := IDLE 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

IDLE state 

→ 'no' Control Packet received 

1. state := IDLE 

 

→ 'yes' Control Packet received 

1. ctrlDelay := 

MinDelay(φ, λ) 
2. set ControlTimer 

3. timeToSendData := 

packet[tsd] 
4. dataDelay := 

packet[tsd] - 

CurrentTime 
5. set DataTimer 

6. state := READY 

 
→ ControlTimer fired 

1. φ := φ  {ctrlDelay} 

2. send 'no' Control 
Packet 

3. ctrlDelay := 

RecoverMean(φ, λ) 
4. set ControlTimer 

5. state := IDLE 

 
→ Sensor Event 

1. set hasData := TRUE 

2. ctrlDelay := 
MinDelay(φ, λ) 

3. set ControlTimer 

4. timeToSendData := 
Tp + CurrentTime 

5. dataDelay := Tp 

6. state := READY 
 

READY state 

→ 'no' Control Packet received 

→ 'yes' Control Packet received 

1. state := READY 

 

→ ControlTimer fired 

1. φ := φ  {ctrlDelay} 
2. send 'yes' Control Packet 

3. ctrlDelay := 

RecoverMean(φ, λ) 
4. set ControlTimer 

5. state := READY 

 
→ DataTimer fired 

1. if hasData = TRUE then 

1. send 'Event' Data Packet 

2. else 
1. send 'Dummy' Data 

Packet 

3. endif 
4. hasData := FALSE 

5. state := IDLE 
 

→ Sensor Event 

1. set hasData := true 
2. state := READY 

 



Shao et al. found that the FitProbRate [1] scheme reduced 

latency from 10.87s for the constant rate scheme to under 1s 

using MinDelay function. Based on the result in [1], a good 

estimation for the TP is (λ/10)H, where H is the number of 

hops between a node and the far edge of the network.   

When the time matches the TSD, all Ready state nodes 

(most or all nodes in the network) send a real/dummy data 

packet to the base station. This hides the identity of the real 

source node and provides anonymity for the traffic source. 

Even a global observer would not be able to find out the real 

source of the event. After that, all sensors reset to the Idle 

state, and the next cycle starts.  

 

B. Securing Control Packets 

Data packets are much longer than control packets. We use 

30 bytes as the data packet length, as this is a standard data 

packet length in existing systems such as TinyOS [9].  The 

contents of the data packet is highly application dependent, so 

we make no assumptions other than the size of the data packet. 

Control packets are very short, containing only the necessary 

information such as the node id, a bit indicating whether there 

is data to send, and Time to Send Data. The format of a 

control packet is given in Fig. 2. The control packet has four 

fields: PrevHop, pseudo-ID, Ready, TimeToSendData. 

 

PrevHop KBj{pseudo-ID | Ready | TimeToSendData} 

Fig. 2: Control packet format 

PrevHop:  15-bit field containing the ID of sensor j, who is 

the current sender of this packet. This is needed so that 

neighboring sensors are able to use the correct broadcast key 

KBj to decrypt the remainder of the packet. 15-bit allows 32K 

unique node ids, which is sufficient for most sensor networks. 

 pseudo-ID: 15-bit field containing the pseudo node ID of 

the original source node that generated the data packet and 

sent out the first 'yes' control packet of this cycle. The pseudo-

ID is computed using a one-way hash function f as follows: 

pseudo-ID = f (
SID ,

SC , 
,S BSK )          (1) 

SID  The true ID of the source node S 

SC  A monotonically increasing sequence number for the 

'yes' control packets initiated by node S. 

,S BSK   Symmetric key shared by source node S and the BS. 

Since f depends on the key 
,S BSK  known only by S and the 

BS, only the base station is able to find out the 
SID  (the real 

node ID) that is used to generate the pseudo-ID. The BS will 

verify the pseudo-ID and take action if fraud is detected. See 

subsection C for details.  

Ready:  1-bit field.  '1' means this is a 'yes' control packet, '0' 

means this is a 'no' control packet. 

 Ready nodes will generate 'yes' control packets, with 

the TimeToSendData field set to the scheduled time. 

 Idle nodes will set their TSD to the TimeToSendData 

field of a 'yes' packet they receive, and become Ready. 

TimeToSendData: 24-bit field containing the expected time 

Et to send data packets. The purpose of the control packet is to 

synchronize the transmission of real/dummy data packets 

among all nodes. In order to avoid collisions if all nodes 

transmit real/dummy data packets simultaneously, each node 

sends its data packet at a random time given by a Gaussian 

distribution with mean 
Et .     

If the TimeToSendData field specifies the time in seconds, a 

network lifetime of 194 days is supported before the clocks 

overflow. The total length of a control packet is 15 bits + 15 

bits + 1 bit + 24 bits = 55 bits, or 7 bytes, which is much 

shorter than a data packet (30 bytes).  Furthermore, the above 

length supports 32K unique sensor nodes and 194 days of 

operations. If the size or running time of a sensor network is 

smaller, one could reduce the length of a control packet. For 

example, for a sensor network with 1,000 nodes, we only need 

10 bits for both the PrevHop and Pseudo-ID fields, which 

reduces the control packet size to only 45 bits.  

 

C. Control Packet Verification 

The BS verifies each control packet. The BS tracks 
SC  for 

every sensor in the network.  The BS pre-computes the next 

pseudo-ID for each sensor by using equation (1), 
SID , 

SC , 

and 
,S BSK . When a 'yes' control packet arrives, the BS 

compares the received pseudo-ID with the pre-computed 

pseudo-IDs. If a match is found, then the corresponding sensor 

node is the source of the control packet, and BS increases the 

SC  of this sensor, and pre-computes the next pseudo-ID. If no 

match is found, the control packet is deemed fraudulent. To 

provide fault tolerant to lost control packets (i.e., did not reach 

the BS), the BS may pre-computes several pseudo-IDs for 

each sensor, based on the current 
SC , 

SC +1, and 
SC +2. As 

long as the received pseudo-ID matches one of the pseudo-

IDs, it is considered ok. The control packet verification 

algorithm is illustrated in Fig. 3, where the parameter ω is the 

number of pre-computed pseudo-IDs. Large values of ω 

provider better tolerance to packet lost, but requires more BS 

storage and computations. 

Fig. 3: The control packet verification algorithm 

A compromised node is not expected to behave correctly. 

The above anonymity scheme is subject to the following 

resource depletion attack: A corrupt node may send false 'yes' 

control packets. Since they are not verified by intermediate 

sensors before they forward the control packet to other nodes, 

a single corrupt node may force the entire network to send 

Input: pseudo-ID to test 

1. foreach L-node n 

1. for seq := n.last to n.last + ω 
1. if f(n.ID, seq, n.key) = pseudo-ID then 

1. n.last := seq 

2. return PASS 

2. endif 

2. endfor 

2. endforeach 

3. return FAIL 

 



unnecessary dummy data packets, which wastes a lot of 

resources.   

To defend the above attack, each sensor keeps record of two 

things: (a) pseudo-IDs in recent 'yes' control packets, and (b) 

the upstream neighbor who forwarded each control packet. In 

the event that the BS detects a fraudulent pseudo-ID (based on 

equation (1)), the BS can query the network to find out who 

was the source of the 'yes' control packet. This can be done by 

tracing (backwards) the pseudo-ID and the upstream neighbor 

at each step. 

 

IV. PERFORMANCE ANALYSIS 

In this Section, we compute the total amount of network 

traffic and the latency of the two anonymity schemes - FPR 

and CPA. 

 

A. Notations 

We list the mathematic notations below: 

Φ - Network lifetime in seconds. 

  - The number of events during the network lifetime. 

α - The length of a control packet in bytes. 

  - The length of a data packet in bytes.  

n - The number of sensors in the network. 

We are only interested in the additional latency caused by 

the CPA scheme. In the following analysis, we do not include 

latencies caused by queuing, MAC contention and routing 

delays. However, our ns2 [10] simulations (Section V) do 

include the above delays.  

 

B. The Performance of FPR 

Suppose the average distance of a sensor to the BS is d hops. 

Under FPR, each node sends out a dummy/real data packet per 

λ seconds, independent of whether it has data to send. Each 

packets is routed via an average of d hops to reach the BS. The 

network lifetime is Φ, so each of n nodes sends 
Φ

 
 packets over 

the network lifetime. Every packet gets retransmitted at each 

of d hops until it reaches the BS.  Each packets is   bytes in 

length. Hence, the total amount of traffic generated in the 

network using FPR is  
Φ

 
   bytes.  

When a node has data to send, the data is sent directly to the 

BS with a delay given by the MinDelay function. According to 

[1], the average latency of FPR is 
 

  
  seconds.  

 

C. The Performance of CPA 

Sensors are an average of d hops from the BS and h hops 

from the far edge of the network. 

A node sends a data packet to the BS for each detected 

event. Each data packet is relayed by an average of d sensors.  

Each data packet is   bytes. Hence, the total amount of real 

data traffic is     bytes. Recall that for each real data packet, 

all sensors (except the real source node) will send out a 

dummy data packet. Hence, the total amount of real+dummy 

data traffic is      bytes. Now let's calculate the total 

amount of control traffic. For each real event, a control packet 

of length α will be generated to synchronize all nodes in the 

network, and the control packet is broadcasted in the network 

(i.e., relayed by n nodes). The total number of events is    
Hence, the total amount of control traffic is     bytes. And 

the total amount of traffic in the network is          

bytes. 

The average latency is 
 

  
  seconds. This is the time it takes 

for a 'yes' control packet to propagate through the network.  

When the data timer fires, all nodes send their data packets 

with any no further delay. Under the CPA scheme, the bulk of 

the latency is a result of the control packet propagation. 

 

V. EXPERIMENTAL EVALUATION 

A. Experimental Setup 

In order to evaluate the efficiency of our CPA scheme, we 

implemented both the FPR and CPA schemes in the ns2 

network simulator [10], and compared their performances.  

We fixed the network size, and run simulations for different 

total numbers of sensors, from 25 sensors to 275 sensors. The 

random number function of ns2 was utilized with predefined 

seed values to ensure repeatable “random” deployments. In all 

cases, the BS was located in the upper left corner of the 

placement area. 

The mean time between events σ was varied over the set {5, 

10, 20, 30, 45, 60, 90, 120, 180, 1000} (in seconds).  When 

σ=1000, no events occur during the simulation. This gives a 

baseline result for the traffic generated by the schemes when 

no events happen. All simulations were run for 600 seconds, 

and 10 runs were made with different random number seeds.  

The results presented below are the average of the 10 runs. 

 

B. Simulation Results  

 
Fig. 4: Traffic overhead vs. number of sensor nodes 



Fig. 4 compares the traffic overhead of our CPA scheme and 

the FPR anonymity scheme [1], for different number of sensor 

nodes (i.e., network density).  Fig. 4 shows that the overhead 

of our CPA scheme is much smaller than that of FPR, 

especially for large number of sensor nodes. This is because 

FPR sends out long dummy packets for anonymity, and this 

causes very large overheads when there are more sensor nodes 

in the network, since more nodes means more (long) dummy 

packets. Our CPA scheme only uses short control packets, so 

the overhead only increases slightly when the number of 

nodes increases.   

   

 

Fig. 5: Simulation results 

Another important parameter is the expected mean time 

between events - σ.  Fig. 5 shows traffic overheads of CPA 

and FPR for different σ. FPR has an almost constant traffic 

overhead, regardless of how frequent the data is generated. 

CPA is a reactive scheme, and it only generates control 

packets when there is a data packet to be sent. Fig. 5 shows 

that CPA has more traffic overhead than FPR when the data 

events are frequent (i.e., for small σ), but CPA has much less 

overhead than FPR when the event frequency is not high (i.e., 

for large σ). Hence, CPA is well suited for sensor networks 

with not-so-frequent events, which is the case for many sensor 

networks. Recall that many sensor nodes/networks are 

designed to operate in low duty cycle, because the data events 

are not frequent.  

We also measured the latency of the FPR and the CPA 

schemes using the ns-2 simulations. Our results showed that 

both schemes have similar latency.  

 

VI. CONCLUSIONS 

In this paper, we proposed an efficient scheme to provide 

event source anonymity for sensor networks. Our scheme 

significantly reduces the amount of dummy traffic by using 

short control packets (instead of long dummy packets) to 

synchronize the transmissions of long real/dummy data 

packets. A major concern for efficient source anonymity is the 

latency imposed by the probabilistic delay used to thwart 

traffic analysis. By using short control packets to coordinate 

the transmission of dummy/real data packets, a much smaller 

probabilistic delay can be achieved with less traffic overhead. 

The ns2 simulation results showed that our anonymity scheme 

has much less traffic overhead than the FPR scheme. 
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