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Abstract—Mobile crowdsensing has become a significant sens-
ing technique which takes advantage of mobile devices to collect
information about the surrounding. The traditional cloud-based
centralized mobile crowdsensing architecture generates signifi-
cant traffic on networks and computation burden on the cloud.
In this paper, we investigate the edge-based mobile crowdsensing
architecture, where a group of mobile edge servers is deployed
at network edge as the bridge between the central server and
mobile users for data filtering and aggregation. Each user
may collect multiple types of data in mobile crowdsensing. To
facilitate data aggregation, the same type of data carried by
different users is supposed to be uploaded to the same mobile
edge server. In this scenario, a problem emerges: which server
should be activated for processing each type of data in order
to minimize the total cost? The cost consists of the facility
cost (activating server and processing data) and the service cost
(the users’ movement cost for uploading data). Furthermore,
the problem is formulated as a variant of the uncapacitated
multi-commodity facility location problem. In particular, two
situations of the problem are studied in our work: (1) for the
situation where each user carries at most two types of data, we
propose a relaxation based approximation algorithm, which is
proved to have a bound to the optimal solution; (2) for a more
generalized situation where each user can carry multiple types
of data, we propose a connected multi-agent simulated annealing
algorithm. Finally, we conduct extensive simulations based on
the widely-used real-world datasets: roma/taxi, epfl/mobility and
geolife trajectory. The simulation results show that the proposed
algorithms demonstrate their superiority over baseline methods
and are consistent with the theoretical analysis.

Index Terms—Facility location, mobile crowdsensing, linear
relaxation, simulated annealing.

I. INTRODUCTION

IN recent years, the proliferation of mobile devices with
powerful sensing capabilities in everyday life has led to

an appealing sensing paradigm, named Mobile CrowdSensing
(MCS) [2], [3], [4], [5]. MCS exploits mobile devices to
collect sensing data over urban environments [6], [7]. The
collected data gives rise to diverse services ranging from
constructing radio environment map [8] and road surface
assessment [9] to roadside parking management [10].

The traditional MCS architecture is centralized where mo-
bile users directly upload the sensing data to the central
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Fig. 1: Problem description in edge-based mobile crowdsens-
ing. For user u1, it spends movement costs C1, C2 and C3 to
upload data. For server s1, it costs C(S1) to activate server and
C1(b1) to process data b1.

server. In large-scale MCS scenarios, the central server is
expected to receive huge data volumes from mobile users,
which brings much burden to the central server and networks.
Besides, all the sensing data is stored on the central server,
which increases the risk of the user privacy leak. Fortunately,
driven by the rapid development of Internet of Things and
5G communications, the emergence of mobile edge computing
[11], [12], [13] is helpful to compensate for the deficiency of
the traditional centralized MCS architecture.

Mobile Edge Computing (MEC) [14] moves the computa-
tion tasks that are originally executed on the central server
to the vicinity of the data source [15]. In view of this, we
propose an edge-based MCS architecture which introduces a
new intermediate layer by deploying the mobile edge servers
as the bridge between mobile users and the central server.
In this way, mobile users upload the sensing data through the
mobile edge servers instead of directly uploading to the central
server. Then, the intermediate layer processes and aggregates
the uploaded data. Each type of data is aggregated on a
single mobile edge server. In other words, the MCS platform
will guide users to move to different edge servers for data
uploading according to the types of data carried by users.
Subsequently, the processed and aggregated data is sent to
the central server to provide MCS services. Aggregating the
same type of data on a single mobile edge server can filter
the redundant sensing data. Compared to the raw sensing
data uploaded by the users, the data aggregation removes the
redundant and erroneous data. This process reduces the amount
of data that is sent to the cloud, which decreases the network
traffic and the computation load of the cloud.

In order to collect crowdsensing data in the edge-based
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MCS scenario, we need to cover the following two costs:
facility cost and service cost. The facility cost includes the
server activation cost and the data processing cost. The service
cost is the users’ movement costs for uploading data. Since
mobile users usually spend most time in only a few places
such as home and workplace in daily life, they tend to leave
their home or workplace to upload data and return to the
initiation. Hence, the service cost is the total distance for
the user traveling from the initiation, sequentially passing
by corresponding mobile edge servers and returning to the
initiation. As shown in Fig. 1, the service cost for user u1 is
the sum of costs C1, C2 and C3. The facility cost for mobile
edge server s1 is C(S1) + C1(b1), which includes the cost for
activating server and processing b1 type of data, respectively.
In this scenario, a problem emerges: which server should be
activated for processing each type of data in order to minimize
the total cost.

The edge-aided MCS architecture has been studied within
different fields, such as task allocation [16], user recruitment
[17], [18], and vehicular crowdsensing [19]. However, none of
them studies the data offloading cost minimization problem in
the edge-based MCS scenario. The previous research regarding
task offloading in MEC mainly focused on minimizing the
makespan [20], [21] or the overhead [22], [23] of task exe-
cution. They did not consider the user movement cost during
the process of data offloading, and thus can not be directly
applied to the case studied in this paper. On the other hand, we
should note that the previous research in MCS was devoted to
minimizing the data uploading cost from the user perspective
[24], [25]. They did not take the data processing overhead into
consideration. Different from the aforementioned research, we
propose an edge server location strategy to minimize the
data offloading cost from both server (facility cost) and user
perspective (service cost).

In this paper, we formulate the problem as a variant of
the uncapacitated multi-commodity facility location problem.
Furthermore, we design the facility location strategies for the
following two situations: two-type scenario and multi-type
scenario. For the two-type scenario, each user carries no more
than two types of sensing data. This case is very common
because a person usually spends most of the time in several
places every day (e.g., workplace and home). A user tends to
collect a type of data when going to work (home to workplace)
and collect another type of data on the way home (workplace
to home). Therefore, each user carries at most two types of
data in this situation. For the multi-type scenario, each user
can carry multiple types of data without constraints, which is
a generalized extension of the two-type scenario.

The above research ideas raise the following challenges: (1)
the simplest facility location problem is NP-hard; (2) different
from the traditional facility location problem (there is one
kind of data), there are multiple data types and the travelling
distance among the edge servers is taken into consideration
in the paper, so it is more difficult to decide a minimum cost
facility location strategy; (3) for the two-type scenario, it is
difficult to find a solution with a bound of total cost to the
optimal solution; (4) for the multi-type scenario, the problem
becomes more complex and the solution space is so large that
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Fig. 2: An example of the edge-based MCS architecture. The
edge servers receive the uploaded sensing data from the user.
Then, they send the aggregated data to the cloud.

the traditional combination optimization techniques could not
work well any more.

For the two-type scenario, we propose a relaxation-based
approximation algorithm. Firstly, we relax the constraints.
Then, we solve the relaxed problem and obtain the fractional
solution. Finally, we filter the solution and round the fractional
solution into integer solution. The relaxation-based algorithm
is proved to have a bound to the optimal solution. For the
generalized multi-type scenario, we propose an improved
connected multi-agent simulated annealing algorithm. The
algorithm utilizes multiple agents to search for the solution in
parallel. Each agent applies a different search method, and the
useful information is passed among the parallel search agents.

The main contributions of this paper are briefly summarized
as follows:
• We formally define the edge-server location problem in

the edge-based MCS scenario, and formulate it as a
uncapacitated multi-commodity facility location problem.

• We propose a relaxation based approximation algorithm
and prove that it has a bound to the optimal solution.

• Furthermore, we propose an improved multi-agent sim-
ulated annealing algorithm for a generalized case where
each user carries multiple types of data.

The remainder of the paper is organized as follows. We re-
view the related works in Section II. In Section III, we present
the model and problem. A relaxation based approximation
algorithm is proposed in Section IV. In Section V, we prove
that the relaxation based algorithm has a bound to the optimal
solution. We propose the simulated annealing based algorithm
in Section VI. In Section VII, the simulation is conducted
to evaluate the performances of the proposed algorithms. We
conclude the paper in Section VIII.

II. RELATED WORKS

A. Edge-based Mobile Crowdsensing

There have been some research works focusing on MCS
based on distributed architectures. Marjanovic et al . [26]
propose a mobile edge computing architecture for MCS that
can increase the quality of MCS service. The authors in
[27] propose two privacy preserving reputation management
strategies in MCS based on edge computing to preserve
privacy and handle malicious participants. In [19], the authors
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Fig. 3: An example of edge-based MCS system model. Servers
s1 and s2 are selected to process data type b1 and b4 respec-
tively. Server s3 is selected to process data type b2 and b3.

propose an energy-efficient edge-based framework for large-
scale vehicular crowdsensing applications, which aims to
minimize the energy consumption of vehicles participating in
heterogeneous crowdsensing applications. In [28], the authors
propose an edge-based network selection scheme in vehicular
crowdsensing. Specifically, they formulate the problem as a
double objective optimization problem considering maximiz-
ing user satisfaction. In [29], in order to support decentralized
incentives, the authors propose a distributed ledger framework
based on edge computing in MCS scenario. In [30], the authors
propose an incentive mechanism for the edge-assisted MCS
system, which can achieve the truthfulness and individual
rationality. In [16], the authors propose a fog-assisted task
allocation method for MCS. Furthermore, a fog-assisted secure
data deduplication scheme is proposed to improve commu-
nication efficiency. In addition, there are also some research
focusing on user recruitment in edge-aided MCS [17], [18],
[31]. In [17], the authors investigate the user recruitment for
sparse data collection. In [18] and [31], the authors propose the
incentive-aware recruitment mechanism for edge-aided MCS.
The aforementioned research investigate the edge-based MCS
from different aspects. However, none of them studies the
edge-server location problem in MCS scenario. To address
this problem, we propose an edge-server location strategy to
minimize the crowdsensing cost.

B. Facility Location Problem

The facility location problem has attracted many re-
searchers’ attention. According to whether considering the
capacity of the facility, the facility location problem can be
classified into the uncapacitated facility location [32], [33],
[34], [35] and capacitated facility location[36], [37], [38].
Moreover, there are many variants of the classical facility
location. The k-median problem is a kind of facility location
problem, where there is the restriction on the number of
facilities opened. The authors in [39] formulate the problem
of minimizing the total movement of facilities and clients
a k-median problem. The authors in [40] propose a greedy
local search algorithm to solve the k-median algorithm. In the
k-level uncapacitated facility location problem, the demands
must be routed among the facilities in a hierarchical order.
There is some research [32], [33] proposing the approximation

TABLE I: Main notations

Symbol Meaning
U,S,B the sets of mobile users, mobile edge servers, and

data types.
Bj the set of data types carried by user j.
Ci the activation cost for edge server i.
Ci(b) the processing cost for edge server i processing

data type b.
β a combination of data types.
Ci(β) the facility cost for activating edge server i in

configuration β.
Cj the service cost of user j.
ub
j

the virtual user of user j carrying data type b.
ci j the distance between edge server i and user j.
Db the set of virtual users carrying data type b.
jb the representative of b type of data.
R the representative set of all data types.

algorithm for the 2-level facility location problem. Further-
more, [41] gives logarithmic approximation algorithms for
the multilevel facility location problem. Different from above
research, a client can demand a subset of commodities. We call
this multi-commodity facility location (MFL). The authors in
[34], [42] propose approximation algorithms for uncapacitated
MFL and the authors in [37] propose a large-scale model for
capacitated MFL. In addition, some research takes the facility
disruption into consideration, where some facilities may be
subject to failures [43], [44], [45].

The facility location problem in this paper can be seen as
a variant of the multi-commodity facility location problem.
However, different from the classical multi-commodity facility
location problem, we consider the traveling distance among
different facilities and each commodity can be served only
on a single facility. These constraints make the problem more
difficult than the classical MFL, thus the existing methods
cannot be directly applied to solve this problem.

III. MODEL AND PROBLEM

A. Model

We consider an edge-based MCS architecture in Fig. 2.
After collecting the sensing data, the users upload the data
to the edge servers. Then, the edge servers perform the data
filtering and aggregation. Finally, the aggregated data is sent to
the cloud. The cloud analyzes the data and generates the global
knowledge that will be used to provide the MCS service.

The group of mobile users is denoted by the set U =

{1,2, . . . ,n} and a set of mobile edge servers S = {1,2, . . . ,m}.
Moreover, after collecting the sensing data, mobile users may
carry multiple types of data. All the types of data are denoted
as B = {1,2, . . . ,r} and the data types carried by user j
are Bj ⊆ B. Each mobile edge server i can operate in any
configuration β(i) ∈ 2B, specifying the combination of data
types it processes with the cost Ci(β). Each mobile edge server
i has an activation cost C(i) and for each data type b, there
is an incremental processing cost Ci(b). Therefore, the facility
cost for activating mobile edge server i in configuration β is
Ci(β) = C(i) +

∑
b∈β Ci(b).
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The service cost for the mobile user is regarded as the
mobile users’ travel distance in the process of uploading data.
Each user begins with an initial location, then heads for the
corresponding edge servers one by one and returns to the initial
location in the end. As shown in Fig. 3, for user u1 that will
go to server s1, s3 for uploading data, u1 will consume the
cost C(u1, s1)+C(s1, s3)+C(s3,u1), which is equal to the total
distance u1 travels. Specifically, the cost for traveling between
server and initiation is named as u-s service cost such as
C(u1, s1)+C(s3,u1) and the cost for traveling between servers
is named as s-s service cost such as C(s1, s3). The facility
cost for server s1 is C(s1) + C1(b1). Specifically, C(s1) is the
activation cost for s1 and C1(b1) is the processing cost for s1
to process data type b1. The main notations used throughout
the paper are in Table I.

B. Problem

In this paper, we aim to find a solution to determine which
mobile edge servers to activate and which data types are
assigned to the activated mobile edge servers for minimizing
the total cost. Let Cj denote the service cost of user j. Variable
y0
i indicates whether mobile edge server i is activated or not. It

is 1 when activated and 0 otherwise. Variable ybi = 1 indicates
that mobile edge server i processes b type data and it is 0
otherwise. Variable xbij is 1 if user j with b type data is
assigned to server i to upload data. Note that when b = 0, Ci(b)
denotes the cost for activating server i. Hence, our purpose
is to find the best facility location strategy for the following
optimal problem:

Minimize
m∑
i=1

r∑
b=0

Ci(b)ybi +
n∑
j=1

Cj (1)

s.t.
m∑
i=1

xbij = 1 ∀b ∈ Bj,∀ j ∈ U

m∑
i=1

ybi = 1 ∀b ∈ B

xbij ≤ ybi ∀b ∈ B,∀i ∈ S,∀ j ∈ U

ybi ≤ y0
i ∀b ∈ B,∀i ∈ S

x, y ∈ {0,1}

The first constraint ensures that there exists a mobile edge
server that can process each data type carried by each user.
The second constraint ensures that each data type is processed
by a single mobile edge server. The third constraint means that
only when the mobile edge server has the ability to process
the corresponding data, can the user upload data through it.
The fourth constraint guarantees the mobile edge server has
the ability to process data only when it is activated. We aim
at finding a strategy to minimize the total cost satisfying the
above constraints.

IV. FACILITY LOCATION STRATEGY FOR
TWO-TYPE SCENARIO

In this section, we propose the relaxation-based algorithm
for the scenario where users carry two types of data in detail.

User Virtualization

Linear Relaxation

Representatives 

Selection

Obtain feasible 

fractional solutions
Filtering Technique

Rounding Technique

Round fractional 

solution into integer 

solution

Obtaining an 

Approximate Solution Filter solutions

Select a 

representative for 

each data type

Fig. 4: Workflow of the relaxation-based algorithm for two-
type scenario.

The workflow of the algorithm is shown in Fig. 4. Since the
optimization problem (1) is difficult to solve directly, we first
relax the constraints and transform a user into a set of virtual
users where each virtual user has one data type. Then, we
solve the relaxation version of the problem (1) and obtain
the fractional solution. Next, we filter the solution so that
each virtual user is fractionally assigned to the mobile edge
servers that are relatively close to it. Furthermore, we select
a group of representatives from virtual users and assign the
remaining virtual users to the corresponding representatives.
Finally, we round the fractional solution to the integer solution.
More specifically, we first assign the representatives to the
edge servers and then assign the remaining virtual users to the
servers that serve their representatives. Each mobile user will
upload data through the mobile edge servers that are allocated
to its virtual users.

A. User Virtualization and Linear Relaxation

Due to the fact that the objective function (1) is hard to solve
directly in polynomial time, we relax the constraint as shown
in function (2). Moreover, we only consider minimizing the
u-s service cost instead of the total service cost temporarily
and perform the user virtualization in this step.

Minimize
m∑
i=1

r∑
b=0

Ci(b)ybi +
n∑
j=1

Cj (2)

s.t.
m∑
i=1

xbij ≥ 1 ∀b ∈ Bj,∀ j ∈ U

m∑
i=1

ybi ≥ 1 ∀b ∈ B

xbij ≤ ybi ∀b ∈ B,∀i ∈ S,∀ j ∈ U

ybi ≤ y0
i ∀b ∈ B,∀i ∈ S

0 ≤ x, y ≤ 1

The process of user virtualization is as follows: we replicate
a set of virtual users for each mobile user so that each virtual
user has one data type. The virtual user set for user j is defined
as {ub

j : ∀b ∈ Bj}. It is worth noting that, for the user with only
one data type, we will transform the user into two virtual users
with the same data type. The u-s service cost for the virtual
user is the distance between the mobile edge server and the
initiation. So the u-s service cost for the user is equal to the



5

sum of its virtual users’ u-s service costs. For a user with only
one data type, the u-s service cost is the roundtrip from the
initiation to the mobile edge server, which is equal to the sum
of its two virtual users’ u-s service costs.

Then, we aim to find a solution to minimize the sum
of facility costs and virtual users’ u-s service costs. After
performing the linear relaxation, we will get some fractional
solutions where the user is permitted to be splittable and
assigned to several edge servers. Although s-s service cost is
not considered in this step, according to the triangle inequality,
s-s service cost is lower than the sum of the u-s service costs.
Furthermore, we will prove that s-s service cost of this solution
also has a bound to the optimal solution in the next section.

B. Filtering Technique

Then, we apply the filtering technique used in [46] to filter
the solution and obtain a new fractional solution, where the
new solution satisfies the property that the user is fractionally
assigned to mobile edge servers which are not too far away
from it.

We fix a constant 0 < α < 1 and define the α−point, pbj (α),
for each virtual user ub

j . Then, we order the mobile edge
servers which serve ub

j according to non-decreasing distance to
j. Let ci j denote the distance between mobile edge server i and
virtual user ub

j . Let φ be a permutation of servers that serve ub
j

such that cφ(1)j ≤ cφ(2)j ≤ · · · ≤ cφ(k)j . Then, pbj (α) = cφ(i∗)j ,

where i∗ = min{i
′ :

∑i
′

i=1 xb
φ(i)j
≥ α}. For each virtual user ub

j ,
let αb

j =
∑

i:ci j ≤pb
j (α)

xbij . Obviously, αb
j ≥ α. We merely set

xbij =

{
xbij/α

b
j , ci j ≤ pbj (α);

0 otherwise.
(3)

And for each i ∈ S, we set ybi = min{1, ybi /α}. After the filter-
ing process, we will obtain a new fractional solution, which
has the property that when a virtual user ub

j is fractionally
assigned to a mobile edge server si , the corresponding cost
ci j is not too large.

C. Representatives Selection

After filtering the fractional solution, we select a set of
virtual users as representatives. The process of representatives
selection is similar to [42]. Specifically, For each data type,
we classify the virtual users who carry that type of data into
a group and select a representative from each group. The
process of representatives selection of different data types is
independent.

The detailed process is described as follows: for a data
type b, let Db denote the set of virtual users who carry b
type data. Let the selection cost of a virtual user j ∈ Db

be ĉj =
∑

j
′
∈Db

cj j′ , where cj j′ is the distance between user
j and j

′

. Variable jb signifies the user with the minimum
selection cost among all users in Db and jb is selected to be
the representative of b type of data. The representative set of
all data types is denoted as R.

D. Rounding Technique

The rounding technique is used to round the fractional
solution into the integer solution. The algorithm executes
iteratively and it keeps a feasible fractional solution (x̂, ŷ).
Initially, let (x̂, ŷ) = (x, y). In the process of the algorithm, we
denote Ŝ as the set of partially activated mobile edge servers,
specifically, Ŝ = {i ∈ S : ∃b, ŷbi > 0}. For each jb ∈ R, we
define S

′

as the set of mobile edge servers for which x̂bij > 0,
that is, S

′

= {i ∈ Ŝ : x̂bij > 0}. Then the algorithm will find
the server i ∈ S

′

so that Ci(b) is the smallest and let i
′

denote
this server. Following this, assign jb to i

′

and round the value
ŷb
i
′ = 1 and ŷbi = 0 for each i ∈ S − i

′

. Accordingly, x̂b
i
′
j

is set

to be 1 and x̂bij is 0 for each i ∈ S − i
′

.
The algorithm executes iteratively until all the represen-

tatives are assigned to a mobile edge server. Note that this
rounding process guarantees that each data type must be
processed by a single mobile edge server. Finally we assign the
other virtual users to the servers that serve their representatives
and each mobile user will go to the mobile edge servers that
are allocated to its virtual users.

V. THEORETICAL ANALYSIS

In this section, we prove the relaxation based approximation
algorithm has a bound to the optimal solution.

Firstly, we use the filtered fractional solution and represen-
tatives to construct a k-set cover instance and prove that y

is a feasible fractional solution of the constructed k-set cover
instance. The k-set cover problem is a special case of the
weighted set cover problem in which each set has no more
than k elements. We use the following IP formulation for the
instance of k-set cover problem. Here we define a server-
configuration pair (i, β) where i ∈ S and β ∈ 2B. There is
a cost Ci(β) for each server-configuration pair (i, β). Note that
we only consider the virtual users in R and a virtual user ub

j is
covered by (i, β) if and only if xbij > 0 and b ∈ β. Let variable
zβi be 1 if the server-configuration pair (i, β) is included in the
solution. The IP formulation for the instance of k-set cover is
as follows:

Minimize
∑
i,β

Ci(β)z
β
i (4)

s.t.
∑

(i,β):xbi j>0,b∈β

zβi ≥ 1 ∀ jb ∈ R

The fractional solution y can be transformed as a fractional
solution of an instance of k-set cover problem so that only
polynomially many server-configuration pairs have non-zero
values [42]. Given a mobile edge server i ∈ S, sort the data
types in the non-decreasing order of ybi , that is, y0

i ≥ y1
i ≥

y2
i ≥ . . . ≥ yki . Let [b]={1,2, . . . , b}. We activate mobile edge

server i in configuration [b] to extent z[b]i = ybi − yb+1
i for

b = 1,2, . . . , k − 1 and z[k]i = yki . Hence, for each mobile edge
server si , there are at most k configurations that zβi > 0.

Then, we prove the bound of the proposed approximation
algorithm using the following lemmas.
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TABLE II: User-server distance.

s
u

u1 u2 u3 u4

s1 5 6 18 6
s2 5 6 13 10
s3 5 13 13 6

TABLE III: Facility cost.

s
b

b0 b1 b2

s1 3 8 11
s2 3 10 5
s3 3 5 11

Lemma 1. Function (4) is an instance of k-set cover and
z = y is a feasible fractional solution of the linear relaxation
version for the instance, the cost of which is no more than∑

i,β Ci(β)y
β
i .

Proof. Since we select only one representative for each data
type, the total number of representatives is equal to the total
number of data types and the cardinality of each set in the
formulated k-set cover instance is no more than k (let k be
the total number of data types r). Since (x, y) is a feasible
solution of the linear relaxation of the formulated objective
function, there exists

∑
i xbij ≥ 1 for each jb ∈ R and zβi ≥ xbij

for each b ∈ β, which ensures that z is a feasible fractional
solution of the formulated k-set cover instance and bounds the
cost of the fractional solution. �

Lemma 2. There is an integer solution (x̂, ŷ) satisfying the
following properties: (1)x̂bij ≤ ŷ

β
i ,∀b ∈ β; (2) x̂bij = 1 only

if xbij > 0; (3) ŷ
β
i = 1 only if y

β
i > 0; (4)

∑
i,β Ci(β)ŷ

β
i ≤

log k
∑

i,β Ci(β)y
β
i .

Proof. Due to the fact that the integrality gap of k-set cover
problem is no more than log k [47], there is an integer solution
ẑ for the formulated k-set cover instance and its cost is no more
than log k

∑
i,β Ci(β)y

β
i and let ŷ = ẑ. Hence, property (3) and

(4) are proved. It is clear that for each representative jb ∈ R,
there must exist y

β
i = 1, b ∈ β such that xbij > 0. Let x̂bij be 1

and 0 otherwise. So property (1) and (2) are proved. �

Finally we activate the mobile edge server and fix the data
type for which ŷ

β
i = 1. When considering the constraint that

each data type is processed by a single mobile edge server,
the solution is a special case of the k-set cover problem
where each element is covered by only one set. Due to the
fact that ybi = min{1, ybi /α}, hence ybi ≤ ybi /α. Due to
the fact that the optimal solution of integer programming
problem is not superior to the optimal solution of its relaxation,
we use the optimal solution of the linear relaxation for the
objective function as our lower bound. Hence, the facility cost
is bounded within log k

α of the optimal facility cost.
Then we prove that u-s service cost has a bound to the

optimal. Let ϕ( j) be the server that is assigned to process
virtual user j in the solution. Variable ϕ∗(b) denotes the server
that processes data type b in the optimal solution. Variable
cj ,ϕ(j) is u-s service cost of virtual user j.

Lemma 3. The u-s service cost of the proposed solution is
no more than ( 3

1−α + 4) ·Copt in which Copt is the u-s service
cost of the optimal solution.

Proof. Let j∗
b

be the virtual user that minimizes cj ,ϕ∗(b) in Db .
Since the inequality cj∗

b
,ϕ∗(b) ≤ cj ,ϕ∗(b) for all j ∈ Db , there

u2

b2

u1

S2

b1b2

S3

S1

u4
b1

u3
b2

Mobile edge 
server

Mobile user

 b1, b2   Two data types 

Mobile edge 
server

Mobile user

 b1, b2   Two data types 

Fig. 5: The scenario for proving the bound of s-s service cost.

exists ĉj∗
b
≤ 2

∑
j∈Db

cj ,ϕ∗(b). Due to the fact that the represen-
tative jb minimizes ĉj in Db , we have ĉjb ≤

∑
j∈Db

2cj ,ϕ∗(b).
Then, consider a virtual user j ∈ Db and ϕ

′

( j) is the server
that processes j while ignoring the constraint that each data
type is processed by a single server. Because of the triangle
inequality, we have cjb ,ϕ′ (j) ≤ cj , jb + cj ,ϕ′ (j). Furthermore,
cj ,ϕ(j) ≤ 2cj , jb + cj ,ϕ′ (j). The virtual user set is V . As
ĉjb =

∑
j∈Db

cj , jb , by summing cj ,ϕ(j) over all virtual users,
we have

∑
j∈V cj ,ϕ(j) ≤ ( 3

1−α + 4) · Copt , where 3
1−α is the

approximation ratio of u-s service cost, ignoring the constraint
that each data type is processed by a single mobile edge server
and it is proved in [42]. The total u-s service cost is equal to
the sum of u-s service costs of all virtual users.

�

Finally, we prove the bound of s-s service cost. Let dmax

denote the maximum distance among edge servers and dmin

denote the minimum distance among edge servers.

Lemma 4. The s-s service cost of the proposed approximation
solution is bounded within dmax

dmin
of the optimal.

Proof. There is a situation as shown in Fig. 5 in which there
are four mobile users u1,u2,u3,u4 and three candidate mobile
edge servers s1, s2, s3. There are two data types: b1 and b2.
The distance between server s1 and s2 is 6, which is the
minimum distance among servers and denoted as dmin. The
distance between s2 and s3 is 10, which is the maximum
distance and denoted as dmax . The distance between s1 and s3
is 8. The distance between users and servers and facility cost
configuration are shown in Table. II and III. It is worth noting
that b0 denotes the activation costs for servers in Table. III.
So in this case, the proposed solution will configure server s2
and s3 to process data b2 and b1 respectively. The s-s service
cost is dmax . However, the s-s service cost of the optimal
solution is the distance between s1 and s2, which is dmin.
In other situations, the ratio between s-s service cost of the
proposed algorithm and the optimal solution is no more than
dmax

dmin
. Hence, the s-s service cost is bounded within dmax

dmin
of

the optimal. The lemma is proved. �

Hence, in conclusion, our proposed algorithm is a constant-
factor approximation algorithm and has a bound to the optimal
solution. The approximation ratio is the maximum value of
{

log k
α , 3

1−α + 4, dmax

dmin
}.



7

Algorithm 1 The construction algorithm to produce the initial
solution.
Input: the data type set B, the candidate server set S.
Output: the initial solution h.

1: while |B | , 0 do
2: for all data type b ∈ B do
3: sb = arg mins∈S C(b, s).
4: end for
5: b

′

= arg minb∈B C(b, sb)
6: assign data type b

′

to server sb′ for constructing h.
7: B← B − b

′

.
8: end while
9: return h.

VI. FACILITY LOCATION STRATEGY FOR
MULTI-TYPE SCENARIO

For the situation where mobile users can carry multiple
types of data without limitations, the problem becomes more
intractable. Compared with the situation where each mobile
user has at most two data types, its solution space is much
larger. Specifically, when each user has at most two types
of data, it will go to at most two mobile edge servers to
upload data. For the same combination of servers assigned
to a user, the service cost is unique. However, when each user
carries multiple data types, it tends to go to multiple servers.
The route planning problem should be considered. The same
combination of servers may correspond to different service
costs, because of the different sequences that the mobile user
visits. Hence, the problem for this situation is very complex.

The computational complexity and the large solution space
make it difficult for the traditional combination optimization
technique to work well. Hence, we propose a Connected Multi-
agent Simulated Annealing algorithm (CMSA) to address this
problem. The traditional simulated annealing algorithm only
utilizes one thread to search for the solution. To improve the
searching capability and convergence rate, CMSA uses multi-
ple threads, named agents, to search for the solution in parallel.
To diversify the searching direction, each agent applies a
different method to modify its current state. Moreover, the
useful information is passed among the parallel search agents
at regular intervals. Then, the agents abandon the unfruitful
searches and start the search from the state where the best
agent has reached.

A. The Construction Algorithm
We use a heuristic algorithm to construct the initial solution.

As shown in Algorithm. 1, the algorithm assigns the data types
to the mobile edge server iteratively. We define C(b, s) as the
change of the current total cost after assigning data type b to
server s. The construction algorithm selects one data type and
assigns it to the corresponding server in each iteration. It firstly
selects the server sb that minimizes C(b, s) from the candidate
server set for each unassigned data type b. Then, we select
data type b

′

that minimizes cost C(b, sb) and assign it to the
corresponding server sb′ . The initial solution is constructed by
this means iteratively.

To reduce the computational complexity, the service cost
for a user in C(b, s) is computed as the sum of the distance

Algorithm 2 Successor search algorithm of one agent.
Input: the initial solution h, T , Tmax , γ, δ.
Output: the best solution h∗.

1: initialize the best solution h∗ ← h;
2: j ← 0.
3: while stopping condition not met do
4: generate a new successor h

′

of current solution h.
5: if C(h

′

) < C(h) then
6: h← h

′

.
7: else
8: h← h

′

with probability exp((C(h) − C(h
′

))/T).
9: end if

10: if C(h) < C(h∗) then
11: h∗ ← h, Tr ← T .
12: end if
13: if j%δ = 0 then
14: obtain the current global best solution ĥ among all

agents.
15: if C(h∗) > C(ĥ) then
16: h← ĥ, h∗ ← ĥ
17: end if
18: end if
19: T ← γ × T .
20: if T < 0.01 then
21: Tr ← 2 × Tr ,T ← min{Tr ,Tmax}.
22: end if
23: j ← j + 1.
24: end while
25: return h∗.

from the user to each of the corresponding servers. According
to the triangle inequality, it is easy to find out that the real
service cost of the final solution is lower than the double of
the service cost computed in the algorithm. It is worth noting
that the service cost used in the successor search algorithm is
computed in the same way as in C(b, s).

B. Successor Search Algorithm

Since the combination of the mobile edge servers is not
considered in the construction algorithm, the initial solution
is merely a local optimal solution. Therefore, we propose a
successor search algorithm to modify the initial solution and
get the successor of the current solution to search for a better
approximate solution.

As presented in Algorithm. 2, the algorithm aims to opti-
mize the initial solution by searching the successor solution
until the stopping condition is met. It first initializes the best
solution h∗ to be the initial solution h. The main loop of
lines 3-24 consists of the main part of the algorithm. In each
iteration of the loop, a new successor h

′

of the current solution
is generated by removing some data types from activated
servers and reinserting them into other servers (line 4). It is
worth noting that different agents apply different methods to
modify the current solution in this paper. Then, the algorithm
determines whether the solution h

′

is accepted or not (lines
5-12). Specifically, if the cost of the new solution h

′

is lower
than that of the current solution h, h

′

is accepted. Otherwise,
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TABLE IV: Facility cost.

Server
Type

0 1 2 3

s1 2 1 3 3
s2 5 3 2 1
s3 2 3 1 2
s4 4 4 2 5

TABLE V: User-server distance.

Server
User

u1 u2 u3 u4

s1 1 3 5 7
s2 5 3 1 3
s3 5 5 4 3
s4 7 5 3 1

TABLE VI: Server-server distance.

Server
Server

s1 s2 s3 s4

s1 0 5 5 7
s2 5 0 4 3
s3 5 4 0 3
s4 7 3 3 0

s1

s2

s3

s4

u2: [1,2]

u3: [2]

u4: [3]

u1: [1]

(a) The scenario for using APX method.

s1

s2

s3

s4
u2: [1,2]

u3: [2]

u4: [3]

u1: [1]

(b) The scenario for using DIS method.

s1

s3

s4

u2: [1,2]

u3: [2]

u4: [3]

u1: [1]

s2

(c) The scenario for using LF method.

Fig. 6: An example for the comparison of APX, DIS and LF algorithms. The mobile edge servers in black color denote the
activated servers and the rest are unactivated servers.

the probability of accepting h
′

is exp((C(h) −C(h
′

))/T) (lines
5-9), where C(h) is the cost of the solution h and T is the
temperature. Subsequently, if the cost of the current solution
is lower than that of the current best solution h∗, the current
best solution is set to be h and Tr is set as T (lines 10-12).
Tr is used to record the temperature when the best solution is
updated. The agent compares its current local best solution h∗

with the current global best solution ĥ among all agents at a
predefined interval δ. If C(h∗) > C(ĥ), h is updated to be ĥ and
h∗ is set to be ĥ (lines 13-18). In each iteration, the temperature
T is updated as γ × T where 0 < γ < 1 (line 19). To avoid
the search getting stuck in a local minimum, the temperature
will increase when the temperature is lower than 0.01, which
can increase the probability of escaping from the trap [48].
The temperature is limited to Tmax to limit the probability of
accepting a solution that is not good. The stopping condition is
satisfied when the iteration number is equal to the predefined
maximum iteration number. Then the searching process stops
and each agent returns its current best solution. Finally, CMSA
algorithm returns the best solution among all agents.

In the successor search algorithm, each agent modifies the
current solution by applying the data type removal method
and insertion method. We introduce two data type removal
methods and two data type insertion methods in this paper.
The different agents can apply different combinations of the
removal method and insertion method to modify the current
solution. Besides, the agent can also randomly select a mobile
edge server and remove all the data types on it. Then, the
agent randomly inserts each removed data type to a server.
The random method can help diversify the solution.

C. Data Type Removal Method

In successor search algorithm, in order to modify the current
solution, we first select some data types and then remove them
from the current solution. This subsection gives a description
of some heuristics for data type removal.

1) One Server Removal (OSR): We define Cs as the total
cost of all data types processed by server s and Ns as the
number of data types assigned on server s. It is worth noting
that Cs includes the sum of facility cost and service cost.
OSR method calculates the average cost Cs

Ns
for each activated

server. Then OSR selects the server with the highest average
cost and removes all its assigned data types.

2) Largest Change Removal (LCR): LCR removes q data
types iteratively. In each iteration, LCR calculates the change
of total cost when removing each unremoved data type and it
removes the data type with the largest change of total cost.

D. Data Type Insertion Method

After removing some data types from the current solution,
we have to reinsert them to servers for constructing a new
successor solution. This subsection introduces some heuristics
to reinsert data types.

1) One Server Insertion (OSI): Given some data types to
be inserted, OSI inserts them into a single server. Specifically,
OSI selects the server that minimizes the total cost and assigns
all the data types on it.

2) Lowest Change Insertion (LCI): LCI is similar to the
construction algorithm and it inserts the data type iteratively.
In each iteration, LCI selects the data type with the minimal
insertion cost and inserts it into the corresponding server.
Specifically, for each data type, the insertion cost is the
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Fig. 7: The simulation results in terms of number of users.

 GMU

(a) roma/taxi set

 GMU

(b) epfl/mobility set

 GMU

(c) geolife trajectory set

Fig. 8: The simulation results in terms of number of candidate servers.

minimum change of total cost after inserting the data type
into the candidate server set.

VII. PERFORMANCE EVALUATION
A. Data Preparation

Three widely-used real-world traces, roma/taxi set[49],
epfl/mobility set [50] and geolife trajectory set [51] were used
to evaluate the performances of the proposed facility location
strategies for minimizing the sensing cost. The roma/taxi set
contains about 320 taxis’ GPS coordinate mobility traces in
Rome, Italy collected over 30 days. The epfl/mobility set
records the GPS trajectories of approximately 500 taxis in
the San Francisco Bay Area, USA, which are collected over
30 days. The geolife trajectory set was collected in Geolife
project by 182 users. It contains 17,621 GPS trajectories with
a distance of 1.2 million kilometers.

We construct five strategies LF, DIS, RAN, PSO, and GMU.
The performances of the proposed algorithms are compared
with these strategies in the paper. For each data type b, LF
strategy selects the mobile edge server i which processes the
data type with the lowest cost, Ci(b). For each data type, DIS
strategy selects the mobile edge server which has the minimum
average distance to the set of mobile users with this data type.
RAN strategy randomly selects a mobile edge server for each
data type. We modify the algorithms in [45] and [31] to apply
to our scenario, and the algorithms are denoted as PSO and
GMU respectively. We take the total cost as the evaluation

metric, which is the sum of the facility cost and service cost
for all activated mobile edge servers and mobile users. In the
simulation, the facility costs are generated randomly following
a uniform distribution and the service costs for the users are
set as the travel distance when uploading the sensing data in
the real-world dataset. We select the first GPS location of the
user’s trajectory as the initial location, and we randomly select
POI locations as the candidate mobile edge server locations.

B. Simulation Results for Two-Type Scenario

Firstly, we give an example to illustrate the differences in the
execution results of APX, DIS and LF strategies, where APX is
our proposed strategy. Secondly, we evaluate the performances
along with the changes in the number of candidate servers,
number of mobile users and number of data types. The specific
evaluation results are demonstrated in Figs. 7-9. Then, an
example of simulation result of APX in roma/taxi set is
presented. Finally, the optimal results are compared with the
proposed approximation algorithm. The value of parameter α
used in Figs 4-7 is set as 0.4.

Firstly, we give an example to illustrate the difference
among APX, DIS and LF algorithms. The example consists
of four candidate mobile edge servers s1, s2, s3, s4, four mobile
users u1,u2,u3,u4 and three data types from 1 to 3. Note that
in Table. IV, when the data type is 0, it denotes the activation
cost for each server. The configuration information are shown
in detail in Table. IV-VI respectively.
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(a) roma/taxi set
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Fig. 9: The simulation results in terms of number of data types.

Fig. 10: A presentation of the simulation result of APX in
roma/taxi set. The mobile edge servers in black color denote
the activated servers and the rest are unactivated servers.

Fig. 6 illustrates the scenarios for using three algorithms
respectively. When using APX algorithm, server s1 is activated
to process type 1 of data and server s2 is activated to process
type 2 and 3 of data. The service cost and facility cost are
21 and 11 respectively. The total cost is 32. When using DIS
algorithm, server s1, s2 and s4 are activated to process type 1,
2 and 3 of data respectively. The service cost and facility cost
are 17 and 19 respectively. The total cost is 36. When using
LF algorithm, server s1, s2 and s3 are activated to process
type 1, 3 and 2 of data respectively. The service cost and
facility cost are 29 and 12 respectively. So the total cost is
41. In this case, although the service cost of DIS is lowest,
the performance of APX is best. Since each mobile edge
server has an activation cost and LF algorithm only focuses on
minimizing the processing cost, it may have more activation
cost than that of APX. Furthermore, this results in the fact that
the facility cost of LF is more than that of APX sometimes.
In conclusion, the APX algorithm minimizes the total cost by
considering the facility cost and service cost comprehensively,
which performs better than DIS and LF algorithms, though
DIS and LF may have relatively low service cost and facility
cost sometimes.

Secondly, we compare the total cost in terms of number of
users in Fig. 7. The simulation results show that the total costs
of all six algorithms increase with the growth of the number
of users. More specifically, the total cost performance ranks

TABLE VII: The comparison of facility cost between APX
and the optimal solution.

Data type number APX Optimal Ratio Bound
2 109 79 1.37 1.38
3 154 140 1.10 2.19
4 227 200 1.14 2.77
5 270 185 1.46 3.21
6 439 253 1.74 3.58

TABLE VIII: The comparison of u-s service cost between
APX and the optimal solution.

α APX Optimal Ratio Bound
0.2 712 678 1.05 7.50
0.3 712 678 1.05 8.28
0.4 712 678 1.05 9.00
0.5 712 678 1.05 10.00
0.6 712 678 1.05 16.50

as follows in most cases: APX<GMU<DIS<PSO<LF<RAN,
though the performance of GMU and APX is close.

Thirdly, we evaluate the performances of the five algorithms
with the change of number of candidate servers in Fig. 8. It
is easy to find out that the total cost of APX is lowest in
all three datasets. The error bars in Fig. 8 measure the value
of standard deviation and show that the simulation results are
accurate. The total costs of all algorithms decrease along with
the increase of number of candidate servers. The reason is that
when the number of candidate servers increases, there will be
more chance to activate the proper servers to minimize the
total cost.

Then, as illustrated in Fig. 9, the performances of all
five algorithms are evaluated with the change of the number
of data types. It is worth noting that the number of data
types here means the total number of data types carried
by all mobile users. The simulation results show that the
total cost performances of all six algorithms rank as follows:
APX<GMU<DIS<PSO<LF<RAN. Since APX, GMU and
PSO consider minimizing both facility cost and service cost,
they perform better than other algorithms. The total costs of
all algorithms increase with the growth of the number of
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Fig. 11: The simulation results in terms of number of users.
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Fig. 12: The simulation results in terms of number of candidate servers.
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Fig. 13: The simulation results in terms of number of data types.

data types. The reason is that when the number of data types
increases, each user may carry more data types and they may
travel to more mobile edge servers to upload data.

Furthermore, as shown in Fig. 10, we give an example of the
simulation result of APX in roma/taxi set, where the number
of candidate mobile edge servers is 10, the number of mobile
users is 10 and the total number of data types carried by all
mobile users is 5.

Finally, we conduct some simulations to compare the results
of the proposed approximation algorithm with the optimal
results in roma/taxi set. Specifically, we compare the facility
cost and u-s service cost between APX algorithm and the

optimal results. Besides, we calculate the ratio between the
cost of APX and the optimal solution. We set α = 0.6, the
number of candidate servers is 15 and the number of mobile
users is 50. The detailed results are shown in Table VII-VIII.
In Table VII, we compare the facility cost of APX and the
optimal in terms of the change of number of data types. Due
to the fact that the value of data type number changes little,
the value of ratio fluctuates slightly. But the ratio is always
less than the bound. In Table VIII, we compare the u-s service
cost between APX and the optimal results. Since many of the
fractional solutions obtained in roma/taxi set are close to 1,
the filtering technique will filter few fractional solutions and
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Fig. 14: The trend of activated server number and average overhead in terms of number of users.

TABLE IX: The promotion ratio in terms of number of users.

Number of users Ratio Number of users Ratio
30 7.6% 60 5.4%
40 7.0% 70 4.0%
50 5.4% 80 4.5%

the impact of the value of α to the cost is limited. The cost
of APX is the same when changing α. However, the ratio is
also less than the bound. The experimentation results show
that the proposed algorithm performs much better than what
its worst-case bound suggests.

C. Simulation Results for Multi-Type Scenario

To evaluate the performance of the proposed facility location
strategy for the situation where each user can carry multiple
types of data without limitations. Firstly, we compare the total
costs of the proposed CMSA algorithm with DIS, LF, RAN,
PSO and GMU algorithms with the change of number of
users, number of candidate servers and number of data types.
Then, we investigate the trend of activated server number and
average overhead with the change of the number of users.
Finally, we evaluate the promotion ratio of the final solution
of CMSA against the initial solution. In the simulation, the
CMSA parameters are set as follows: The input of algorithm
2, (T,Tmax, γ, δ), is set as (10000, 5000, 0.99, 1000).

Firstly, we compare the total cost of the CMSA with DIS,
LF, RAN, PSO and GMU algorithms with the growth of
number of users. The number of users varies from 50 to
450. As shown in Fig. 11, it is obvious that GMU and
CMSA perform better than other baseline algorithms. More
specifically, CMSA achieves a lower cost than GMU when
the user number is small and GMU outperforms CMSA with
the growth of number of users.

Secondly, we evaluate the performances of algorithms with
the change of number of candidate servers on three datasets.
The simulation results are shown in Fig. 12. Since the user
may go to a nearer edge server when the number of servers
increases, the total cost decreases slightly with the growth
of the number of candidate servers. It is easy to find out
that CMSA and GMU perform better than other baseline
algorithms. Although GMU achieves a lower cost than CMSA

TABLE X: The promotion ratio in terms of number of types.

Number of types Ratio Number of types Ratio
14 6.1% 17 5.8%
15 6.3% 18 6.2%
16 6.2% 19 5.4%

on geolife trajectory set when the server number is low, CMSA
performs better than GMU on other two datasets.

Thirdly, as shown in Fig. 13, we compare the total cost
with the change of number of data types. The number of data
types varies from 5 to 25. It is worth noting that the number
of data types here refers to the total number of data types
carried by all mobile users. GMU performs better than CMSA
in the beginning on geolife trajectory set, but it achieves a
higher cost than CMSA with the growth of the number of
data types. Moreover, CMSA has the best performance on
other two datasets.

Then, we investigate the trend of activated server number
and average overhead with the change of number of users.
The average overhead here is the average number of users
served by each activated server. We set the candidate server
number as 40 and the total data type number as 20. We repeat
the simulation 100 times and obtain the average results. As
shown in Fig. 14, the activated server number decreases and
the average overhead increases with the growth of number of
users in all three datasets. As the number of users increases, the
service cost outnumbers the facility cost. Hence, the proposed
strategy tends to guide users to upload data through one server
for minimizing users’ movement costs. Each activated server
will serve more users when the number of activated servers
decreases, which matches the theoretical analysis.

Finally, we evaluate the promotion ratio of the solution of
CMSA against the initial solution in terms of number of users.
We denote the total cost of the initial solution as Cinit and the
total cost of the final solution of CMSA as Cf inal . Therefore,
the promotion ratio is computed as Cinit−C f inal

Cinit
. As shown in

Table. IX, the promotion ratio is no less than 4.0%. Moreover,
we evaluate the promotion ratio in terms of number of data
types. The simulation results are demonstrated in Table. X. It
is easy to find out that the promotion ratio fluctuates between
5.4% and 6.1%.
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VIII. CONCLUSION
We investigate the edge server location problem for min-

imizing cost in mobile crowdsensing. Firstly, we investigate
the edge-based mobile crowdsensing architecture and formally
define the edge server location problem. Then, the problem
is formulated as a variant of the multi-commodity facility
location problem. For the two-type scenario, a relaxation
based approximation algorithm is proposed, which is proved
to have a bound to the optimal solution. Furthermore, we
extend the problem to a generalized case. The computational
complexity and the large solution space make it difficult for
the traditional combination optimization technique to work
well. Hence, we propose the connected multi-agent simulated
annealing algorithm. Finally, the simulation results match the
theoretical analysis and prove that the proposed algorithms
perform better than other baseline algorithms.
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