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Ⅰ. Introduction 
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Ⅰ. Introduction -- A. Motivation

Read performance of disk is rather poor → Non-Volatile Memory (NVM)
More readings and few writings → Motivates us to utilize NVM

Hybrid 
Storage Labeling 

Scheduler

Big data 
Analysis

Accelerate
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Ⅰ. Introduction -- B. Scenario

Cloud data center with a hybrid storage 
system, which includes DRAM, NVM, 
and Disk.

Location of data object affects the job 
execution time significantly.

It is preferable to place data in NVM.

So,there must be some data replacement
between NVM and disk to achieve better 
performance.
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Ⅰ. Introduction -- C. Contributions

1

2

3

Contrib
utions

Emerge NVM to speed up the big data analysis job
execution, and establish the data replacement model
between disk and NVM.

Take data features into account → labeling method
→ labeling scheduler.

Conduct extensive simulations → significant performance
improvement.
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Ⅱ.  Problem Statement
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Ⅱ.  Problem Statement -- A 
Preliminaries

1)The physical computing resource is 
split into m computing slots, or virtual 
machines (VMs).

2)The NVM is also split into n storage 
slots. 

3)For each task execution, it will 
occupy one VM and read data from 
one slot in NVM or disk.
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Ⅱ.  Problem Statement -- B 
Utility Functions

Resource is limited, and we need to 
select some jobs with high priority to 
occupy the computing resource slots. 

Therefore, there may be some jobs 
that cannot be completed before the 
deadline, leading a negative utility.
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Ⅱ.  Problem Statement -- C 
Job Execution Time

task execution 
time

job execution time

execution time under the NVM-case

data migration time
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Ⅱ.  Problem Statement -- D 
Jointly Scheduling Problem

Theorem 1: The jointly scheduling problem is NP-hard.

Features of data are critical for data placement. This motivates us to 
explore the labeling method, which will help us to conduct data selection
during data replacement.
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Ⅲ.  Labelling System
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Ⅲ.  Labelling System -- A 
Label: hotness

At the beginning of each time-slot, the value of hotness decreases by 1
（avoid value infinitely）.

hotness(Di)+△H

→
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Ⅲ.  Labelling System -- B 
Label: class
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Ⅳ.  Labelling Scheduler
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Ⅳ.  Labelling Scheduler -- A 
Basis Ideas

The basic ideas for the 3 components are 
summarized as：
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Ⅳ.  Labelling Scheduler -- B 
Load-aware Job Admission
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Ⅳ.  Labelling Scheduler -- C
LST-based Job Scheduling
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Ⅳ.  Labelling Scheduler -- D
LST-based Job Scheduling

• Q1: Is it necessary to migrate a new data to NVM?

• Q2: Which data should be migrated to NVM?

• Q3: Which data in NVM have to be replaced?
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Ⅴ.  Performance Evaluation



25th IEEE International Conference on Parallel and Distributed Systems 

Ⅵ.  Performance Evaluation -- A
Simulation Settings

1

2

3

Settings

LST+Label

LST+FIFO

FCFS+FIFO

For the physical resource, 
the computing slot number m 
and the NVM slot number n .

Let m = 64, n = 60 be the 
typical setting, and change n 
from 30 to 100.
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Ⅵ.  Performance Evaluation -- B
Result Analysis

Utility: m = 64
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Ⅵ.  Performance Evaluation -- B
Result Analysis

Details of utilities: m = 64, n = 60
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Ⅵ.  Performance Evaluation -- B
Result Analysis--NVM Hit Rates Analysis

NVM hit rate when m=64
NVM hit rate when m=56
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Ⅵ.  Conclusion
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Ⅵ.  Conclusion 

Investigate the joint job and data scheduling problem for utility maximization in 

cloud data center with a hybrid storage system.

(1) Labeling system.

(2) A flexible labeling‐based approach for joint job and data scheduling.

(3) Extensive simulations show that the proposed labeling scheduler has significant 

performance.
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Thanks To All of You ! 
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