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Abstract— Mobile ad hoc networks (MANETs) are

gaining a lot of attention in research lately due to

their importance in enabling mobile wireless nodes to

communicate without any existing wired or predetermined

infrastructures. Furthermore, in order to support the

growing need for multimedia and realtime applications,

quality of service (QoS) support by the networking

protocol is required. Several important QoS parameters

that are needed by such applications can be identified.

They include bandwidth, end-to-end delay, delay jitter,

and bit error rate. A good amount of research has

been developed in this area covering different issues

and challenges such as developing routing protocols that

support bandwidth reservation and delay management.

In this paper, the current state of research for QoS

support in TDMA-based MANETs at the different layers

of the networking model is presented and categorized. In

addition, the current issues and future challenges that are

involved in this exciting area of research are also included.
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I. I NTRODUCTION

Mobile ad hoc networks (MANETs) have rapidly

gained a considerable amount of attention in re-

search lately. As more and more smart, small,

portable, and powerful computing devices are intro-

duced into everyday life, the need for such devices

to communicate on the fly in a seamless manner

and without any preexisting network wiring or in-

frastructure is growing. It is also natural to expect

such devices to support multimedia and real time

applications, which are becoming increasingly fea-

sible due to the significant advances in CPU power,

memory, speed, storage, and communication capac-

ity of mobile devices. Such applications require the

underlying network to provide certain guarantees

that are manifested in the support of several im-

portant Quality of Service (QoS) parameters such

as bandwidth, delay, and bit error rate. Maintaining

these QoS commitments in MANETs is not an

easy task. This is due to the unpredictability and
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variability of many factors such as bit error rates,

mobility, and continuous change in the connectivity

of the different nodes in the network.

Providing QoS support in MANETs encompasses

all of the layers of the OSI model starting with the

application layer at the top of the stack, down to the

physical layer at the bottom. This paper focuses on

QoS provisioning in the network and medium access

control (MAC) layers. Furthermore, it presents a

graph-theoretical foundation that is directly related

to providing interference-free operation in the wire-

less environment.

Due to the dynamic nature of MANETs, design-

ing communications and networking protocols for

these networks is a challenging process. One of

the most important aspects of the communications

process is the design of the routing protocols used

to establish and maintain multi-hop routes to al-

low the communication of data between nodes. A

considerable amount of research has been done in

this area, and multi-hop routing protocols have been

developed. Most of these protocols such as the Dy-

namic Source Routing protocol (DSR) [1], Ad hoc

On-Demand Distance Vector (AODV) protocol [2],

Temporally Ordered Routing Algorithm (TORA)

[3], and others establish and maintain routes on

a best-effort basis. While this might be sufficient

for a certain class of MANET applications, it is

not adequate for the support of more demanding

applications such as multimedia audio and video.

Such applications require the network to provide

certain QoS guarantees.

The research has been active in recent years in

the area of QoS support in MANETs. Numerous

QoS routing protocols have been proposed for this

environment. Most of these protocols provide QoS

support in the form of bandwidth reservation for

multi-hop paths between source and destination

nodes. This is because bandwidth is the most critical

parameter in most MANET applications due to the

scarcity of this resource in wireless networks. The

protocols that are discussed in this paper support

QoS to varying degrees, using different methods and

communication models.

There exist several surveys that discuss QoS sup-

port in MANETs [4][5][6][7]. Although the general

challenges and issues involving QoS support in

MANETs are presented and discussed, this paper

differs from these surveys in that it provides a

graph theoretical background about this subject and

focuses on the provisioning of QoS support in

the TDMA (Time Division Multiple Access) envi-

ronment. QoS routing protocols for CDMA-over-

TDMA-based MANETs are considered in other

papers [8][9][10][11][12]. In the latter protocol, a

particular node’s use of a slot on a link is dependent

only upon the status of its 1-hop neighbor’s use of

this slot. However, in the TDMA model, a node’s

use of a slot depends not only on the status of its 1-

hop neighbor’s use of this slot; its 2-hop neighbor’s

current use of this slot must be considered as well.

This is due to the well-known hidden and exposed

terminal problems [9][13], which must be taken into

account.

There are several papers that address the sub-

ject of QoS routing in MANETs in different en-
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vironments using different models and approaches

[14][15][16][17][18][19][20][21]. In [17], Jawhar

and Wu present and classify these approaches ac-

cording to which of the existing best-effort routing

algorithms (DSR, AODV, DSDV, TORA, etc) they

extend or are most closely related. In addition, some

protocols are based on new algorithms. The QoS

routing protocols that are discussed operate in both

the network layer and the MAC layer which is

equivalent to the data link layer in the OSI model.

There are also design approaches, such as the IP-

based quality of service framework for MANETs

(INSIGNIA) [22][23][24] and the integrated mobile

ad hoc QoS framework (iMAQ) [25], which are

designed to support multimedia traffic and achieve

better efficiency in terms of bandwidth and energy

consumption through the implementation of inter-

layer QoS frameworks. Other approaches include

the one presented in [26], which is a distributed

control architecture that allows the use of mobile

robots to participate in routing and management of

QoS flows. In addition, the paper in [27] presents

a protocol named QOLSR which is an extension of

the Optimized Link State Routing Protocol (OLSR).

QOLSR uses IPv6 labelling and classification of

data packets as well as metrics such as bandwidth

and delay to select routes that satisfy QoS require-

ments.

The remainder of the paper is organized as fol-

lows. Section 2 provides a graph-theoretical foun-

dation underlying interference-free scheduling and

communication in the wireless environment. Section

3 discusses the existing QoS models. Section 4

presents an overview and a classification of QoS

routing protocols in MANETs. Section 5 focuses

on TDMA-based routing protocols for MANETs,

including slot allocation issues, challenges, and so-

lutions such as providing race-free operation and

incorporating dynamic range bandwidth reservation.

Section 6 discusses additional issues facing QoS

support in TDMA-based MANETs. The last section

presents conclusions and future research.

II. GRAPH-THEORETICAL FOUNDATION FOR

BROADCAST SCHEDULING IN TDMA- BASED

MANETS

A. Basic models

In [28], Lloyd provides a theoretical back-

ground and a discussion of broadcast scheduling

for TDMA-based MANETs. The paper presents the

issue from an algorithmic perspective and provides

a good classification of such networks and their

relation with graph theory. From a graph-theoretical

point of view, broadcast scheduling in MANETs is

equivalent to distance-2 coloring [29][30] of a graph

G=(V , E) (distance-1 coloring is not sufficient

and would cause interference such as the hidden

terminal problem). Distance-2 neighbors of a node

include all of its 1-hop or 2-hop neighbors. The

corresponding problem is to produce an assignment

of colors such that no two nodes are assigned

the same color if they are distance-2 neighbors.

An optimal coloring is a coloring that uses the

minimum number of colors. A distance-2 coloring

algorithm is considered greedy if it chooses the

first available color (i.e. color with the smallest
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number) that can be assigned to a node without

resulting in any conflict. The problem of finding

an algorithm that provides distance-2 coloring of a

graph using a minimum number of colors is NP-

complete [31][30]. Obtaining a broadcast sched-

ule for a network is abstracted from the distance-

2 coloring of a graph. The color of each node

can be given different meanings depending on the

medium access protocol used. Namely the node

color can be converted into a frequency in the case

of Frequency Division Multiple Access (FDMA),

code in Code Division Multiple Access (CDMA),

or time slot in the case of Time Division Multiple

Access (TDMA). Furthermore, two different types

of broadcast scheduling algorithms can be identified

identified. They are presented below.

B. Types of broadcast scheduling algorithms

There are two main categories of broadcast

scheduling algorithms: centralized and

distributed.

In centralized coloring algorithms, there are three

types of approximation algorithms for broadcast

scheduling:

1) Traditional algorithms, which pre-order the

nodes according to a certain criterion and then

apply a greedy strategy to color the nodes.

2) Geometric algorithms, which project the

network onto simpler geometric objects such

as a line and compute optimal distance-2

coloring for the projected points.

3) Dynamic greedy methods, which color the

nodes in a greedy fashion but determine the
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Fig. 1. A distance-2 coloring of a graph using the

Progressive min deg last algorithm. The number outside the

node is its sorted order according to node degree with highest degree

node first, and the number inside the node is its resulting color which

can correspond to its transmission slot in the TDMA frame. No two

nodes that are 1-hop or 2-hop neighbors have the same color.

order of the nodes in a dynamic fashion.

Two algorithms which belong to the third

type are Progressive min deg last and

Continuous color. They both color the nodes

using a greedy strategy but with different

orderings of the nodes that are colored. The

former colors the nodes starting with nodes

that have higher degrees. The latter colors

nodes in order of Euclidean distance from an

arbitrary node. It relies on the fact that nodes

in geographic proximity to one another must

be distance-2 nodes to derive its approxima-

tion ratio.

Figure 1 shows an example of the application

of Progressive min deg last algorithm with the

resulting distance-2 coloring of the graph. First, the

nodes are sorted according to their node degrees.

Then each node, taken in order (starting with the
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highest degree node), is greedily colored. In the

TDMA environment, the resulting color context

(colors are presented as numbers in the figure) cor-

responds to a transmission slot in a TDMA frame.

Consequently, no two distance-2 nodes transmit

using the same slot and transmission interference

is avoided. Similarly, the color context can also

be frequency, in the FDMA case, or code, in the

CDMA case. Interference in both of these cases is

also avoided.

In distributed coloring algorithms, there are two

types of distributed algorithms:

1) Token passing algorithms, in which a to-

ken is passed around the network, and nodes

calculate their portion of the schedule when

they receive the token. The token may con-

tain some network information. Although the

computation of the schedule is distributed, it

is still done sequentially [28].

2) Fully distributed algorithms, in which each

node calculates its own schedule based on its

own information and information of nodes in

its geographic vicinity. Schedules are com-

puted in a parallel fashion, which makes such

algorithms more scalable and practical.

Most TDMA scheduling algorithms in

the literature fall under the second category

[9][10][32][17][13][33][11][12], where the actual

scheduling of slot transmissions is done based on

information from the 1-hop and 2-hop neighbors of

each node. This location information is sufficient to

allow each node to calculate a conflict free schedule

in this environment. The papers in [13][32] contain

the slot allocation rules and constraints that are used

to ensure correct and collision-free slot assignment.

As indicated earlier, a more detailed presentation of

communication protocols that provide scheduling in

TDMA-based MANETs is provided in subsequent

sections in this paper.

III. Q OS ROUTING PROTOCOLS: MODELS AND

CLASSIFICATION

In this section, the different QoS models used in

literature are presented.

A. QoS models in MANETs

Depending on the application involved, the QoS

constraints could be available bandwidth, end-to-

end delay, delay variation (jitter), probability of

packet loss, and so on. Establishing multi-hop

routes between nodes is not sufficient in this case.

The discovered routes can only be considered if

they provide guarantees of the QoS parameters,

such as bandwidth required by the application. Let

m(u, v) be the performance metric for the link

(u, v) connecting nodeu to nodev, and let path

(u, u1, u2, ..., uk, v) be a sequence of links for the

path fromu to v. Three types of constraints on the

path can be identified [34][35]:

1) Additive constraints: A constraint is ad-

ditive if m(u, v) = m(u, u1) + m(u1, u2) +

... + m(uk, v). For example, the end-to-end

delay (u, v) is an additive constraint because

it consists of the summation of delays for each

link along the path.

2) Multiplicative contraint: A constraint is

multiplicative if m(u, v) = m(u, u1) ×
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m(u1, u2) × ... × m(uk, v). The probability

of a packetprob(u, v), sent from a nodeu to

reach a nodev, is multiplicative, because it is

the product of individual probabilities along

the path.

3) Concave constraint: A constraint is con-

cave ifm(u, v) = min{m(u, u1),m(u1, u2), ...,

m(uk, v)}. The bandwidthbw(u, v) require-

ment for a path between nodeu and v is

concave. This is due to the fact that it consists

of the minimum bandwidth between the links

along the path.

Wang and Hou [35] provide a list of twelve

combinations with multiple constraints. It has been

proven in [36] that any multiple constraints with two

or more type 1 and/or type 2 constraints are NP-

complete; otherwise, they are tractable. As stated

earlier, approximation methods exist for QoS con-

straints that are NP-complete.Sequential filtering

is a commonly used approach, where multiple paths

between two nodesu and v that satisfy a single

metric first (such as bandwidth) are found, then a

subset of these paths is eliminated by optimizing

over a second metric (such as end-to-end delay),

and so on.

In MANETs, high node mobility resulting in

frequent topology changes can make satisfying QoS

requirements unreachable. Consequently, it is re-

quired that the network becombinatorically stable

in order to achieve QoS support [37]. This means

that the changes in network topology must be slow

enough to allow the topology updates to propagate

successfully as required in the network.

QoS support of MANETs requires availability

of network state. However, due to mobility and

constant topology changes, the cost of maintenance

of the network state is expensive, especially in large

networks. In [38] theimprecise network state model

is introduced. It provides a cost-effective method

for providing QoS support based on imprecise net-

work information. The majority of QoS routing

protocols are reservation-based. Probe messages are

sent through the network from the source to the

destination in order to discover and reserve paths

that satisfy a given QoS requirement. Due to the

dynamic nature of the network, reserved QoS paths

must be reaffirmed periodically by sending special

control packets, calledrefreshers, along the path.

Another approach, calledsoft state, relies on pe-

riodic time out at each node for path maintenance.

In addition, due to the difficulty of QoS support

in the inherently dynamic environment of MANETs,

some more ”compromising principles” have been

presented;Soft QoS and QoS adaptation. Soft

QoS [39] indicates that there may be transient

periods of time during which the QoS specifications

are not honored. However, the QoS satisfaction is

quantified by the total disruption time over the

total connection time. This ratio must be above

a specified threshold in order to fulfill the QoS

requirements. In thefixed-level QoS approach, the

reservation is defined in ann-dimensional space

where the coordinates define the characteristics of

the service [40]. On the other hand, QoS adaptation

introduces the concept ofdynamic QoS, where a

range of QoS values, rather than a single point,
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is allowed to be specified by the application. This

must be done through appropriate, flexible, and

simple user interface which effectively maps the

perceptual parameters into QoS constraints. The use

of dynamic QoS provides more flexibility to the sys-

tem and gives the network the ability to adjust the

allocation according to the current availability of the

required resources. The higher networking layers

can then adapt to these changes. This adaptation can

be achieved in different ways at the different layers

of the architecture. The physical layer, for example,

can adjust the transmission power to react to more

frequent bit errors. The link layer can incorporate

more error control (detection and correction) codes

as well as automatic repeat requests (ARQ) in

reaction to changes in link error rates.

At the other end of the OSI stack, namely the

application layer (multimedia video conferencing

for example), different compression techniques with

varying compression ratios can be employed to

adapt the application to the changes in bandwidth,

delay, and error rates without drastically compro-

mising the perceived audio and video quality. As

more resources become available, the quality of the

presentation can then be adjusted to take advantage

of the added resources. In addition to compression

algorithms, other techniques are being investigated

at this level including layered encoding, rate shap-

ing, adaptive error control, and bandwidth smooth-

ing.

It is important at this point to state that the

QoS model defines the general approach, goals, and

framework for providing QoS support in a network.

It does not specify a particular protocol, design,

or implementation details. Providing QoS support

is done at each of the layers of the OSI model

starting from the application layer and ending with

the physical layer. Various protocols and specifica-

tions such as QoS user interface, routing, signalling,

resource reservation, and error checking, measuring,

and correcting must work and coordinate together in

a collaborative and complementary fashion in order

to satisfy the QoS requirements of the underlying

applications. In this chapter, we focus on QoS rout-

ing, which is one of the most critical components

in providing QoS support in MANETs.

B. Compromising principles and layered QoS sup-

port

Due to the difficulty of QoS support in the

inherently dynamic environment of MANETs, some

more “compromising principles” have been pre-

sented;Soft QoS andQoS adaptation. Soft QoS

[39] indicates that there may be transient periods

of time during which the QoS specifications are not

honored. However, the QoS satisfaction is quantified

by the total disruption time over the total connec-

tion time. This ratio must be above a specified

threshold in order to fulfill the QoS requirements.

In the fixed-level QoS approach, the reservation

is defined in ann-dimensional space where the

coordinates define the characteristics of the service

[40]. On the other hand, QoS adaptation introduces

the concept ofdynamic QoS, where a range of

QoS values, rather than a single point, is allowed

to be specified by the application. This must be
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done through an appropriate, flexible, and simple

user interface which effectively maps the percep-

tual parameters into QoS constraints. The use of

dynamic QoS provides more flexibility to the system

and gives the network the ability to adjust the

allocation according to the current availability of the

required resources. The higher networking layers

can then adapt to these changes. This adaptation can

be achieved in different ways at the different layers

of the architecture. The physical layer, for example,

can adjust the transmission power to react to more

frequent bit errors. The link layer can incorporate

more error control (detection and correction) codes

as well as automatic repeat requests (ARQ) in

reaction to changes in link error rates.

At the other end of the OSI stack, namely the

application layer (multimedia video conferencing

for example), different compression techniques with

varying compression ratios can be employed to

adapt the application to the changes in bandwidth,

delay, and error rates without drastically compro-

mising the perceived audio and video quality. As

more resources become available, the quality of the

presentation can then be adjusted to take advantage

of the added resources. In addition to compression

algorithms, other techniques are being investigated

at this level including layered encoding, rate shap-

ing, adaptive error control, and bandwidth smooth-

ing.

It is important at this point to state that the

QoS model defines the general approach, goals, and

framework for providing QoS support in a network.

It does not specify a particular protocol, design, or

implementation details. QoS support is provided at

each of the layers of the OSI model starting from

the application layer and ending with the physical

layer. Various protocols and specifications must

work and synchronize together in a collaborative

and complementary fashion in order to satisfy the

QoS requirements of the underlying applications.

They include QoS user interface, routing, signalling,

resource reservation, error checking, measuring, and

correcting. In the subsequent section, we focus on

QoS routing, which is one of the most critical

components in providing QoS support in MANETs.

IV. OVERVIEW OF QOS ROUTING PROTOCOLS

A critical component in providing QoS support

in MANETs is the routing algorithm. The chosen

routing algorithm must discover and reserve routes

that meet certain constraints between source and

destination nodes. This QoS constraints include

bandwidth, delay and delay jitter, and error rate.

In addition, such routes must be as stable and as

reliable as possible in order to satisfy the stringent

requirements of QoS in multimedia and real time

applications.

At the network layer, QoS support can be catego-

rized into three categories which differ depending

on the means of providing such support [41]. (1)

QoS routing protocols: where QoS requirements

such as bandwidth and delay are included into the

route discovery process. This approach offers the

ability to provide more robust QoS support, since

this support is designed to be an inherent part

of the routing protocol. (2)QoS signalling: where

reservation and release of resources is done at a
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signalling layer above the routing protocol. By using

this strategy, the QoS reservation and maintenance

mechanism is decoupled from the routing protocol.

This provides the signalling mechanism with the

ability to work with different routing protocols and

allows it to include more admission control and

flow management features in a simpler manner.

However, this comes at the price of more overhead,

which naturally comes with the additional layer.

INSIGNIA [22][23][24] uses this strategy. (3)Cou-

pling between the QoS mechanism and the routing

protocol: This is a compromise between the first two

approaches. The signalling protocol provides feed-

back to the routing algorithm about the QoS status

of the route and can ask the routing protocol for

alternative routes if the current one does not meet

the QoS requirements. INORA (INSIGNIA+TORA)

[22][41][23][24] is an example of such protocols.

Subsequently, in this section several QoS support

protocols are presented. Although protocols of the

second and third categories are mentioned, more

focus is applied to the protocols in the first category.

From a routing algorithm perspective, QoS rout-

ing protocols that exist in the literature are based on

their classic best-effort counterparts. These routing

algorithms belong to one of two categories: (1) Re-

active (on-demand) such as DSR (Dynamic Source

Routing), AODV (Ad hoc On Demand Distance

Vector), and TORA (Temporally Ordered Routing

Algorithm). (2) Proactive (table-driven) such as

DSDV (Destination Sequenced Distance Vector). (3)

Hybrid such as ZRP (Zone Routing Protocol) which

groups nodes into geographic zones. It is proactive

QREQ that is later dropped
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QREQ that is propagrated to destination

Fig. 2. QoS-AODV - Propagation of RREQ message from source

node A to destination node F.

between nodes within individual zones and reactive

between zones.

A. Extensions of DSR

Examples of QoS routing protocols which rep-

resent extensions of the DSR algorithm are the

following. Liao and Tseng [13] present a DSR-

based routing protocol for TDMA networks which

reserves a QoS path with a certain amount of

required bandwidth using a slot reservation mech-

anism. Jawhar and Wu [32] extend this proto-

col to improve its performance by solving racing

conditions and including other optimizations. Liao

and Tseng [33] also present a ticket based routing

algorithm which allows an intermediate node to

extend the route request using multiple links with its

neighbors if no single link has enough bandwidth to

satisfy the request. Also, Zhu et al. in [42] present

a Five-Phase Reservation Protocol (FPRP) for QoS

support in synchronous TDMA-based MANETs.

FPRP performs the tasks of channel access and node

broadcast scheduling simultaneously.
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B. Extensions of AODV

Other QoS routing protocols represent extensions

of AODV. Gerasimov et al. present a protocol named

QoS-AODV in [9][10]. This protocol includes band-

width calculation in the route discovery mechanism.

Each node keeps aschedule containing information

about the time slot reservation status of it neighbors.

The authors include modified AODV HELLO mes-

sages which contain slot reservation information. An

example of QoS-AODV route discovery is shown

in Figure 2. The route request (RREQ) message

is forwarded only if the required bandwidth is

available at each link with each node considering its

own slot information as well as that of its one-hop

and two-hop neighbors. At each intermediate node,

the RREQ message is augmented with QoS band-

width information. The destination sends an RSV

message to the source to confirm slot reservation.

The algorithm uses a URSV message to release slot

resources in case of multiple reservations at inter-

mediate nodes due to race conditions. In [43], Zhu

et al. present an AODV-based QoS routing protocol

in TDMA networks. It incorporates an algorithm for

calculating end-to-end bandwidth on a path. It uses

soft-state timers to release slot reservations if the

route is not constantly used to send data.

C. Extensions of TORA

Another category of QoS routing protocols com-

prises extensions of the famous link reversal routing

algorithm TORA. Gerasimov et al. present a pro-

tocol named QoS-TORA for TDMA networks. In

this protocol the source first establishes a best-effort

route to the destination and then uses it to send a

bandwidth query (BQRY) message with the number

of required slots. The destination then broadcasts

an update bandwidth (UBW) message that contains

the number of slots required. Intermediate nodes

forward the UBW message to the source if enough

bandwidth is available. In doing so they consider the

reservation information of their own slots as well

as those of their 1-hop and 2-hop neighbors. The

source node receives all UBW messages and can de-

cide which path to use. The multiple paths received

by the source give QoS-TORA more flexibility than

QoS-AODV, which only allocates one path, in case

of link breakage. Figure 3 shows the propagation of

the BQRY and UBW messages between the source

and destination nodes. Simulation results show that

QoS-TORA provides higher throughput than QoS-

AODV in cases of higher mobility.

In [41] Dharmaraju et al. present another TORA-

based QoS routing protocol for MANETs called

INORA. INORA is a network layer QoS support

mechanism that makes use of the INSIGNIA in-

band signaling mechanism and the TORA rout-

ing protocol for MANETs. The signaling layer is

loosely coupled with the TORA routing protocol.

Feedback about the QoS status of the existing route

is used by the signaling layer to provide admission

control and management of the data flows in the

network. INORA may ask the routing protocol,

TORA, for another route if the QoS measurements

of the current route do not meet the QoS require-

ments of the application. Periodic as well as on-

demand QoS reporting provides end-to-end status
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UBW

BQRY
S

D

Fig. 3. The DAG in the QoS-TORA protocol. The figure shows

the propagation of the BQRY message from the source node, S, to

the destination. The destination node, D, responds with the UBW

message which contains the application ID, number of slots, and

source node ID.

information about the current route (e.g. bandwidth

indicator) and measured delivered QoS (e.g. packet

loss, throughput) to the source. The latter can then

downgrade a current route from reserved to best-

effort if this is allowed by the application. INORA

can also use the flow status information to provide

load balancing control for data flows in the network.

In [44], Gupta et al. propose a network layer pro-

tocol that represents an extension of the INSIGNIA

protocol discussed earlier. It provides for a localized

link repair mechanism that can be used with 802.11

or other link layer protocols that provide link failure

information to the upper layers of the network.

D. Extensions of DSDV

In [45], Lin introduces the MACA/PR (Multiple

Access Collision Avoidance with Piggy-back Reser-

vation) protocol. It is an asynchronous network

based on the collision avoidance MAC scheme used

in the IEEE 802.11 standard. MACA/PR avoids

collisions due to the hidden terminal problem by

establishing an RTS-CTS (request to send - clear

to send) dialogue. MACA/PR uses an extension
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CTS

Fig. 4. The MACA/PR protocol: RTS-CTS-PKT-ACK. . .PKT-ACK

sequence. Acycle is the maximum interval allowed between two

real-time packets.

the DSDV protocol for QoS routing. As shown

in Figure 4, the protocol defines acycle to be

the maximum interval allowed between two real-

time packets. The first data packet in a multimedia

stream uses an RTS-CTS exchange and reserves

the path for all subsequent data packets. The RTS

and CTS messages specify the length of the data

packet. The ACK packet serves the purpose of

renewing the reservation along a link and blocking

the neighboring nodes from transmission during

the specified reserved time. Each node maintains

a reservation table, which keeps track of transmit

and receive reserved windows of all stations within

range. During route establishment only links with

the required bandwidth are used.

In [46], Manoj et al. propose a MAC layer

protocol named Real-Time MAC (RTMAC) for

MANETs, which extends the MACA/PR protocol

discussed earlier. The protocol divides the trans-

mission time into successive super-frames. It relies

on the flexibility of placement of reservation slots

(of variable start and finish times) and the use

of holes (short free slots which otherwise cannot

be utilized) within the super-frame. The protocol

applies different schemes such as first fit and best

fit to reserve slots for sending data, which are named

connection-slots.
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TABLE I

QOS ROUTING ALGORITHM CLASSIFICATION. ABBREVIATIONS: GEN.: GENERAL WHICH ALSO INDICATES APPLICABILITY TO ALL

CASES OF THAT CLASSIFICATION(HIGHER LEVEL); C-O-T: CDMA-OVER-TDMA; C-O-TDM: CDMA- OVER-TDM.

QoS Routing Net.
Layer

Syn./
Asyn.

Comm.
Mode

BE Routing React./
Proact.

Comments

Gerasimov et al.
[9]

net./
MAC

syn. TDMA AODV react. QoS-AODV.

Gerasimov et al.
[10]

net./
MAC

syn. TDMA TORA react. QoS-TORA.

Ho et al. [47] net. syn. TDMA ODQoS react. ODQoS (On-demand QoS-based
routing protocol).

Liao et al. [13] net. syn. TDMA DSR react. QREQ from source to dest. allocat-
ing slots. QREP from dest. to source
reserves slots.

Liao et al. [33] net. syn. C-o-T or
FDMA

DSR react. Multi-path QoS (ticket-base) rout-
ing.

Manoj et al. [46] MAC asyn. N/A DSDV proact. Ext. of 802.11 DCF function.
Lin [45] MAC asyn. N/A DSDV proact. Flexible reservations within a cycle.
Lin et al. [48] MAC asyn. C-o-TDM N/A react. CDMA-over-TDMA. Each cluster

has different code.
Lin et al. [49] net. syn. C-o-T DSDV proact. Destination does calculate of the

path BW.
Lin [50] net. syn. C-o-T DSR react. RREQ packets to find paths and

calculate BW.
Sheu et al. [51] MAC asyn. N/A Lower level react. Compliant with 802.11. RTS-CTS-

Asyn. Data-ACK channel access.
Wang et al. [52] net. syn. N/A QRMP

(DSR-like)
react. QoS routing with mobility predic-

tion.
Dong et al. [53] net. gen. gen. SRL (DSR-

like)
react. Supernode-based Reverse Labelling

Algorithm.
Zhu et al. [43] net. syn. TDMA AODV react. BW calculate integrated with

AODV protocol.
Dharmaraju et al.
[41]

net. gen. gen. TORA react. INORA: Uses signalling done at
higher level than routing.

Gupta et al. [44] net. gen. gen. TORA react. Extension of INSIGNIA.
Zhu et al. [42] net. syn. TDMA FPRP

(DSR-like)
react. Five-phase reservation protocol.

E. Summary of QoS routing protocols

In addition to the categories mentioned above,

there exist other protocols which are not direct

extensions of DSR, AODV, TORA, and DSDV.

Table 1 contains a classification of the current

QoS routing protocols in the literature. The table

contains the following columns. First the QoS rout-

ing protocol is listed. Then, “Net. Layer” column

indicates the networking layer within which the

protocol is designed to operate. The “Syn./Asyn.”

column indicates whether the protocol operates

within a synchronous or asynchronous environment.

The “Comm. Mode” column indicates the commu-

nication network assumed such as TDMA, CDMA-

over-TDMA, and so on. The “BE Routing Prot.”

column indicates the best effort routing protocol that

is extended by or is most closely related to the cor-

responding QoS protocol. The “Proact./React.” col-

umn indicates whether this QoS protocol is reactive

(on-demand) or proactive (table-driven). Then the

“Comments” field contains additional information

about the QoS protocol. There are other parameters
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which can also be considered, such as whether or

not a protocol is location assisted, which were not

included in the table. More information about these

protocols and their classification can be found in

[17]. In subsequent sections in this paper some

of the routing protocols for TDMA-based wireless

networks are discussed in more detail.

V. QOS ROUTING PROTOCOLS FOR

TDMA- BASED WIRELESS NETWORKS

In this section, a DSR-based on-demand QoS

routing protocol designed by Jawhar and Wu [32] is

presented. This protocol extends an earlier version

presented by Liao and Tseng [13]. The implementa-

tion of the protocol assumes a TDMA synchronous

networking environment. In this network, communi-

cation between nodes is done using a synchronous

TDMA frame. The TDMA frame is composed of

a control phase and a data phase [12]. Time syn-

chronization is not addressed in this paper. This can

be achieved by either: (a) listening to network data

traffic and aligning time slots accordingly (align to

the latest starting point of a complete packet trans-

mission by 1-hop neighbors); or (b) using external

sources, such as GPS (Global Positioning System)

timing signals [54].

A. Basics

Figure 5 shows the TDMA frame structure for a

TDMA network (or a TDMA cluster) of N nodes.

Each node in the network has a designated control

time slot (control slots 1 through N in this example),

which it uses to transmit its control information, but

the nodes in the network must compete for use of

......

2 31 N 1 2 3 M

... ...

TDMA Frame

N Control Slots M Data Slots

Control Phase Data Phase

Fig. 5. The structure of a TDMA frame for a network of N nodes

and M data slots per frame. Each node has a fixed control slot. Nodes

compete over the use of data slots.

the data time slots (data slots 1 through M in this

example) in the data phase of the frame.

The TDMA environment is a single channel

model. This model is generally practical and less

expensive because only a relatively simple trans-

mission mechanism and antenna design are needed.

However, this model imposes on the designer the

constraints of the hidden terminal and exposed

terminal problems. The routing protocol must ac-

count for these problems and one one hand have

appropriate mechanisms to avoid hidden terminal

interference, and maximize channel reuse by taking

advantage of the exposed terminal transmissions on

the other hand. Consider the example in Figure 6(a).

A hidden terminal problem in a wireless environ-

ment is created when two nodes which are out of

range of each other,B andC for example, transmit

to a third nodeA, which can hear them both.

This creates a collision of the two transmissions

at the “middle node”A. An exposed terminal

is illustrated in Figure 6(b). NodesA and C can

still transmit to nodesB andD, respectively, even

though they are exposed to each other’s transmis-

sions.
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Collision at node A

(a)

Nodes A and C are exposed terminals

(b)

Fig. 6. (a) The hidden terminal problem creating a collision at

node A. (b) The exposed terminal problem. Nodes A and C are

transmitting to nodes B and D, respectively, and are exposed to each

other’s transmissions.

In order to prevent interference in the TDMA

environment, a time slott is considered free to be

allocated to send data from a nodex to a nodey if

the following conditions are true [13]:

1) Slot t is not scheduled for receiving or trans-

mitting in neither nodex nor y.

2) Slot t is not scheduled for receiving in any

nodez that is a 1-hop neighbor ofx.

3) Slot t is not scheduled for sending in any node

z that is a 1-hop neighbor ofy.

B. Overview of a TDMA-based QoS routing proto-

col

The following is an overview of the protocol

presented by Jawhar and Wu [32]. When a source

nodeS wants to reserve a QoS path to send data

to a destination nodeD, it sends a QREQ message

that includes the number of slots (bandwidth),b,

required for the requested QoS path. If and when

the QREQ message reaches nodeD, this means

that there was a QoS path fromS to D which

was discovered, and there were at leastb free slots

to send data from each node to each subsequent

node along the discovered path. These slots are now

marked asallocated in the corresponding nodes. In

this case, nodeD unicasts a QREP reply message to

nodeS. This message is sent along the nodes in the

allocated path. As the QREP message propagates

back to the source node, all of the intermediate

nodes along the path must confirm the reservation of

the corresponding allocated slots (i.e. change their

status fromallocated to reserved). The timing and

propagation of the QREQ and QREP messages are

controlled by timers, a queueing process, and syn-

chronous and asynchronous slot status broadcasts,

which are discussed in detail in [32]. In addition,

the destination broadcasts a deallocation message

which will cause all of the nodes that allocated

slots that were not a part of the final discovered

path to free up these slots. Compared to the method

of having the allocation of the slots simply time

out, this method is more effective since it quickens

the deallocation of unused slots to increase slot

utilization and network efficiency.

C. A detailed example of the slot allocation process

The process of reserving slots at a node for a

particular path is not trivial. In determining which

slots can be allocated, the node must take into

account each slot’s allocation status in its 1-hop and

2-hop neighbors, and make sure that the slot allo-

cation rules specified earlier are observed. In order

to illustrate the slot allocation process, consider the

example in Figure 7. Node A wants to reserve a

QoS path to node F withb = 3 (i.e. 3 slots). Node

A sends a QREQ message to reserve the path. The
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QREQ message travels through the nodes on its way

to F and arrives at node C. Node C will now try to

allocate slots for this QREQ message to send to each

of its 1-hop neighbors, if there areb slots available

to send from itself to this neighbor.

Let’s consider the process of calculating the num-

ber of slots available to send from node C to its

1-hop neighbor, node D. Node C has slot allocation

information for itself and for all of its 1-hop and

2-hop neighbors including node D, since each node

is required to notify its 1-hop and 2-hop neighbors

of the allocation status of its slots. Node C realizes

that it cannot allocate slots 1, 2, 5, 7, and 8, because

they are scheduled by nodes C and D to send or

receive (slot allocation rule 1). It cannot use slots

3, and 4 because they are scheduled to receive in its

1-hop neighbors, nodes B and G, respectively (slot

allocation rule 2). Furthermore, node C cannot use

slot 10, because it is scheduled to send in node E,

which is a 1-hop neighbor of the node it intends to

send to, node D (slot allocation rule 3). However,

node C can use slot 6 to send to node D even though

it is scheduled to send in node B. This is the exposed

terminal problem. In fact, it would be more desirable

for node C to allocate this slot to send to node D;

this would increase channel reuse, a desired goal

in wireless communications. Node C can also use

slot 9 even though it is being used to send from

node I to node H, since this does not violate any of

the slot allocation rules. Consequently, there are 6

slots that are available to be used to send data from

node C to node D (slots 6, 9, and 11-14). Since the

QREQ message only needs 3 slots, node C is able

to forward the QREQ message to node D.

Assume that, after the calculation above, node C

allocates slots 6, 9, and 11 to send from itself to D,

and broadcasts the QREQ message. In [13], node

C does not keep track of this allocation, which is

only remembered in the forwarded QREQ message.

So, until node C receives the corresponding QREP

message from the destination F, slots 6, 9 and 11

will remainfree. They will only change status from

free to reserved when and if the corresponding

QREP message arrives from node F on its way to

node A to confirm the slot reservations of the QoS

path A→ ..→B→C→D→E→ ..→F. This poses no

problem so long as no other requests arrive at node

C during the period between forwarding the QREQ

and receiving the corresponding QREP message.

However, consider a situation where, during this

period, another request arrives at node C from

another source node J trying to reserve a QoS path

from itself to node K with b=5. Node C in this case

will look at its slot status tables and will see no

allocations for slots 6, 9, and 11-14. In [13], node

C will proceed to reserve some of these slots for this

newly requested path causingmultiple reservations

of the same slots for different paths. This is a race

condition which results in data collisions at node C

during the data transmission phase.

A simplified and generalized representation of

this problem is shown in Figure 8(a), where the

two different QoS paths A→ .. →B→ .. →C→
.. →D→ .. →E→ .. →F and G→ .. →B→ ..

→H→ .. →C → .. →I→ .. →E→ .. →J, are

being reserved simultaneously. The two paths pass
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Fig. 7. Illustration of the slot allocation procedure being done to determine the slots that are available to send data from node C to node

D for a QREQ message arriving at node C. The figure shows the slot reservation status before the arrival of the QREQ message at node C.

R: scheduled to receive. S: scheduled to send. Empty: not scheduled to receive or send.

through common nodes B, C and E leading to

race conditions. The paper in [32], presents another

possibility of a race condition which is due to a

parallel reservation problem. An example of this

race condition is shown in Figure 8(b). In this case,

we have two parallel paths, A→ .. →B→ .. →C→
.. →D→ .. →E→ .. →F and G→ .. →H→ ..

→I→ .. →J→ .. →K, that are being reserved by

request messages QREQ1 and QREQ2 respectively.

Intermediate nodes B and E, of the first path, are 1-

hop neighbors to nodes H and J, of the second path,

respectively. Here a similar race condition will take

place when theQREQ1 message arrives at node B

and later at node E allocating the required number of

slots, which are still considered free untilQREP1

arrives. In the meantime slots can be allocated by

nodes H and J for theQREQ2 message with the

assumption that the slots allocated at nodes B and

E for QREQ1 are free. It is easy to see that this

situation can lead to a race condition which will

create interference when data transmission is done

later along the two “parallel” paths.

In [32], a protocol is proposed to solve the race

conditions described earlier and enhance network

performance. The protocol uses a more conserva-

tive strategy. This strategy is implemented using

the following features: (1) Three states for each

slot that are described earlier:reserved, allocated,

andfree. (2) Wait-before-reject at an intermediate

node with three conditions to alleviate the multiple

reservation at intermediate node problem. (conditon

1: all required slots are free,condition 2: wait

for allocated slots to become free, andcondition

3: immediately drop or reject QREQ because not

enough free or allocated slots are available). (4)

TTL timer for allocated and reserved slots. (5) TTL
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Fig. 8. (a) Race condition of two QoS paths passing through common intermediate nodes. (b) Race condition of two parallel QoS paths

passing through 1-hop neighbors.

timers for maximum total QREQ propagation delay

allowed, and for maximum total QREQ/QREP delay

allowed (i.e. maximum QoS path acquisition time).

D. The Dynamic Bandwidth Reservation Protocol

In [55], Jawhar and Wu present a dynamic range

bandwidth reservation protocol for wireless net-

works. It is an on-demand and source-based pro-

tocol for MANETs operating in the TDMA envi-

ronment. In this protocol, a source nodeS, which

needs to send data, sends a request message (QREQ)

to reserve a QoS path to the desired destination

node D. In the reservation message, the source

node specifies a dynamic range [bmin, bmax] of the

number of slots needed to transmit the data. The

intermediate nodes along the path try to reserve a

number of slots,bcur, that is equal to the maximum

number of slots that are “available” within this range

(bmin ≤ bcur ≤ bmax).

The protocol also permits intermediate nodes to

dynamically “downgrade” existing paths that are

functioning above their minimum requirements in

order to allow the successful reservation of the

maximum number of requested paths. When the

network traffic load is later decreased, the existing

paths are able to be “upgraded” to function with

higher bandwidth allowances that are close or equal

to the maximum desired level (bmax). The advan-

tages of this added flexibility are the following. (1)

It provides the network with an ability to adapt

the resource reservation process to its traffic load

conditions. (2) It provides a higher probability of

successful allocation of the requested QoS path,

and allows for better resource sharing, balancing,

and utilization. (3) It provides means forgraceful

degradation of multimedia or real-time applica-

tions during periods of high network traffic.

VI. A DDITIONAL ISSUES FORQOS SUPPORT IN

TDMA- BASED MANETS

In this section, additional issues and investi-

gations related to QoS support in TDMA-based
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MANETs are presented.

A. Selection and use of multiple routes for more

reliability

In the routing protocols described earlier, when

the destination receives QREQ messages, it only

replies to the first one. In this process, one can

consider several optimizations and improvements:

(1) Destination or source based selection of routes.

The destination or the source can apply certain cri-

teria to select one or more of the discovered routes

when it successfully receives multiple QREQ/QREP

messages. In addition to the primary route, sec-

ondary routes can be used for backup. The number

of backup routes can also be a parameter that is

proportional to the priority of the application, which

could be a real-time application that cannot afford

the delay incurred by a new route discovery phase,

caused by failure of the current QoS path. (2) Com-

bining the selection of routes with the prediction

of link and route failure. As a result, the routing

mechanism can switch to backup routes before the

current path is broken.

B. Ticket-based forwarding of QREQ and closed-

loop feedback control of slot allocation

During the route discovery phase of the protocol,

an intermediate node allocates slots and propagates

the QREQ message to all of its “capable” neighbors

(neighbors to which it has a link with the required

number of slots). Since the states of the corre-

sponding slots are changed fromfree to allocated

this can reduce slot utilization. In order to better

control the allocation process, each intermediate

node would only extend the QREQ message to a

maximum ofk capable neighbors. The parameterk

can be specified by the application, or it can be a

network parameter that is determined by simulation.

Furthermore, the choice of whichk neighbors would

be considered to extend the searched path can be

optimized based on certain criteria favoring nodes

and links with characteristics such as: nodes with

more available slots, less mobile nodes, links with

less error rates, and more “reliable” links (which can

be defined in different ways). Additionally, the pa-

rameterk can be dynamically changed by the source

depending on the success rate of previous route

discoveries. This success rate would be compiled,

maintained, and communicated by the destinations.

If previous searches had a higher success rate, the

source can decreasek for better slot utilization. On

the other hand, if the previous path reservations

had a lower success rate, thenk can be increased

to enhance the probability of successful route dis-

covery in future searches. In effect this establishes

a closed-loop feedback mechanism which can be

used to enhance the efficiency and robustness of

the route discovery process and improve network

performance.

C. Expanding ring TTL for route discovery

Research can also investigate TTL-based expand-

ing ring search to find and reserve QoS paths. This

strategy can be used to control the amount of path

request messages (QREQ) that are flooded through

the network in the discovery phase. The source
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would first initiate route discovery with a relatively

small TTL (in number of hops). After a time out

period, another QREQ is sent with a higher TTL

value. The TTL value could be increased exponen-

tially or arithmetically, until either a path is found or

a total flood is used in the worst case. This process

would also control the length of the discovered path

which affects the amount of end-to-end delay in

the data transmission phase. The trade off in this

case is as follows. A smaller initial TTL value

and/or smaller subsequent increases would limit the

number of slot allocations in the discovery phase,

but would increase the probability of successful

reservation in each trial and the corresponding QoS

path acquisition time. On the other hand, a larger

initial TTL value and/or larger subsequent increases

would cause more slot allocations to be done in the

discovery process, but would also decrease the path

acquisition time. Either strategy can be deployed

depending on the requirements and limitations of

the application layer and user selectable parameters.

It is also possible to dynamically adjust these values

based on a measured feedback of path acquisition

success rate as described earlier.

D. Traffic differentiation and prioriterization

In order to improve QoS support for higher pri-

ority traffic, MANET QoS protocols can use traffic

differentiation and prioriterization techniques that

are similar to those used in wired networks with

adjustments and adaptations for the wireless envi-

ronment. The priority level can be implemented and

used in different manners. For example, during the

route discovery process higher priority routes can

be allowed to preempt existing lower priority routes

or cause them to be downgraded to successfully

reserve new QoS paths. A protocol that uses this

strategy for TDMA-based MANETs was presented

earlier [55]. Furthermore, research can identify ap-

plications that can survive a small disconnection

time (maximum allowable disconnection time) in

case the current QoS path is broken and a new path

is able to be discovered before a predetermined time

out period. The quality of service in this case can

be the average amount of bandwidth used within a

certain amount of time or the percentage of the time

during which the application has a valid connection.

E. Investigation of QoS delay parameters

Delay constraint is also one of the important

QoS parameters that many applications such as

multimedia audio and video have. Protocols can in-

corporate several delay related parameters, features,

and controls into their QoS support components.

The following are some items that can be consid-

ered. Research could investigate the use of algo-

rithms to minimize end-to-end delay (EED) of data

transmission by “intelligent” allocation of the slots,

according to their positions in the TDMA frame.

Some research has been done in this area [56], but

more possibilities can be considered. Specifically,

EED can be one of the QoS related constraints that

are incorporated into the path discovery process.

This can be done by including it in the QREQ

message that is initiated by the source. As the

QREQ message propagates through the nodes to
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the destination, each intermediate node calculates

the current EED by adding the accumulated EED

to its own. If the calculated EED is higher than the

required EED, then the message is dropped. Other-

wise, the node forwards the QREQ message with the

accumulated EED in it. Also, the EED consideration

can be done before queueing the QREQ message at

an intermediate node to wait for slots to be freed

[32]. In this case the protocol would consider the

positions (and corresponding EED) of the allocated

slots for which the QREQ message is waiting (to

be converted to free status) before queueing the

QREQ message. In addition, positions for slots

used in different QoS paths can also be changed

dynamically as QoS routes are being discovered,

maintained, and released in order to better fit the

EED requirements of the corresponding sessions.

F. QoS support in heterogeneous MANETs

Many MANET environments have heterogenous

nodes and links. For example, nodes can be personal

mobile computer systems (typically with limited

battery power, transmission range, etc.), vehicular

systems (typically with more power, bandwidth,

transmission range, and wider range of mobility,

etc.), airplane borne systems of different types,

or satellites. In such an environment QoS path

selection should favor nodes which have: (1) More

reliability (measure and maintain a reliability factor

for each node). (2) More power (to save power

consumption in limited power nodes). (3) Longer

range (to minimize the number of hops). (4) More

bandwidth. (5) Less mobility leading to smaller

probability of link failure (measure and maintain

a mobility factor for each node). (6) Smaller er-

ror rates (error rate measurement and maintenance

should be done in each node). We can also consider

the proper geographic deployment of more stable,

powerful nodes (move-and-stop nodes placed on

mobile systems such as vehicles, etc.) among more

mobile ones to provide a higher degree of QoS

support, which might not even be possible otherwise

due to certain factors such as high node mobility or

high error rates.

G. Directional antennas in MANETs

Another emerging area of research is the use

of directional antennas in MANETs. This is a

very exciting and promising approach which allows

for maximizing the spacial reuse of the precious

wireless medium. Several researchers have done

some work in this area [54][57][58][59][60]. In

[54] Bao et al. present a protocol for transmission

scheduling in MANETs using directional antennas.

In the model used by the authors, each node can

transmit or receive usingk different directional

antennas. Each antenna has a coverage angle defined

by a beam widthβ. The horizon seen by a node

is evenly divided into 360/(β/2) = 720/β segments.

Every two adjacent segments define one group. A

group corresponds to the coverage of a directional

beam from the node, and a segment (half a group)

determines the minimum angular separation of two

neighbors for receiving non-interfering individual

antenna beams. consequently, 720/β groups are

identified. This segement/group information is used
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by the nodes to keep track of the angular location

of their one-hop neighbors and must be used during

the route discovery and data transmission phases in

addition to the slot reservation information.

The basic spacial reuse advantage provided by

directional antenna systems is based on the follow-

ing fact. In the omnidirectional TDMA environment,

a slot that is used to transmit data to a 1-hop

neighbor,y, of a nodex cannot be used to transmit

to other one-hop neighbors ofx. However, in the

directional antenna TDMA environment, the same

slot can be used to transmit data byx to one or

more of its other 1-hop neighbors as long as these

neighbors do not belong to the same angular group

as y, or each other (relative tox). The distributed

protocol described in [54] allows each node to

determine the slots that can be used to send and

receive in the TDMA frame without the possibility

of interference. Although other researchers have

presented additional protocols that can be used in

this environment, much research is still needed to

explore the exciting possibilities in this area. We are

currently working on a slot reservation protocol for

directional antenna TDMA wireless networks.

VII. C ONCLUSIONS ANDFUTURE RESEARCH

As wireless networks and devices continue to

proliferate and penetrate all aspects of communica-

tions in the twenty-first century, providing support

for multimedia and real time applications becomes

an important function of the underlying communi-

cations protocols. This is done by requiring such

protocols to provide QoS guarantees that satisfy

the stringent requirements imposed by these appli-

cations. In this paper, we discussed QoS support

in wireless networks. After presenting a graph-

theoretic background, QoS routing protocols in

MANETs in general and specifically in the TDMA-

based MANETs were classified and discussed. Ad-

ditional issues for QoS support in TDMA-based

MANETs were presented.

The issue of QoS support in MANETs is im-

portant, and challenging. This research is and will

remain to be an essential and crucial component in

the communication field and especially in the next

generation of wireless networks and applications.

REFERENCES

[1] C. E. Perkins. Ad Hoc Networking. Addison-Wesley, Upper

Saddle River, NJ, USA, 2001.

[2] C. E. Perkins and E. M. Royer. Ad hoc on demand distance

vector (AODV) routing. Internet Draft, August 1998.

[3] V. D. Park and M. S. Corson. A highly adaptive distributed

routing algorithm for mobile wireless networks.INFOCOM

’97. Sixteenth Annual Joint Conference of the IEEE Computer

and Communications Societies. Proceedings IEEE, 3:1405–

1413, April 1997.

[4] J. N. Al-Karaki and A. E. Kamal. Quality of service routing in

mobile ad hoc networks: Past and future.Mobile Computing

Handbook, M. Ilyas and I. Mahgoub (eds.). CRC Publishers,

pages 569–609, December 2004.

[5] E. Ekici. QoS-based routing in wireless mobile networks.

Resource Management in Wireless Networking, M. Cardei, I.

Cardei, and D. -Z. Du. Springer., 2005.

[6] C. S. R. Murthy and B. S. Manoj. Quality of service in ad hoc

wireless networks.Ad Hoc Wireless Networks, Architectures

and Protocols. Prentic Hall., pages 505–583, May 2004.

[7] H. Zhu and I. Chlamtac. QoS for multimedia services in wire-

less networks.Resource Management in Wireless Networking,

M. Cardei, I. Cardei, and D. -Z. Du. Springer., 2005.

[8] S. Chen and K. Nahrstedt. Distributed quality-of-service routing

in ad hoc networks. IEEE Journal on Selected Areas in

Communications, pages 1488–1505, August 1999.



22

[9] I. Gerasimov and R. Simon. A bandwidth-reservation mech-

anism for on-demand ad hoc path finding.IEEE/SCS 35th

Annual Simulation Symposium, San Diego, CA, pages 27–33,

April 2002.

[10] I. Gerasimov and R. Simon. Performance analysis for ad hoc

QoS routing protocols.Mobility and Wireless Access Workshop,

MobiWac 2002. International, pages 87–94, 2002.

[11] C. R. Lin and C.-C. Liu. An on-demand QoS routing protocol

for mobile ad hoc networks.Conference on IEEE International

Networks, (ICON 2000) Proceedings, pages 160–164, Spetem-

ber 2000.

[12] C. R. Lin and J.-S. Liu. QoS routing in ad hoc wireless

networks. IEEE Journal on selected areas in communications,

17(8):1426–1438, August 1999.

[13] W.-H. Liao, Y.-C. Tseng, and K.-P. Shih. A TDMA-based

bandwidth reservation protocol for QoS routing in a wireless

mobile ad hoc network. Communications, ICC 2002. IEEE

International Conference on, 5:3186–3190, 2002.

[14] M. Barry and S. McGrath. QoS techniques in ad hoc networks.

Proc. of 1st International ANWIRE Workshop, Glasgow, April

2003.

[15] S. De, S.K. Das, H. Wu, and C. Qiao. A resource efficient

RT-QoS routing protocol for mobile ad hoc networks.Wireless

Personal Multimedia Communications, 2002. The 5th Interna-

tional Symposium on, 1:257–261, 2002.

[16] Y. Hwang and P. Varshney. An adaptive QoS routing protocol

with dispersity for ad-hoc networks.System Sciences, 2003.

Proc. of the 36th Annual Hawaii International Conference on,

pages 302–311, January 2003.

[17] I. Jawhar and J. Wu. Quality of sevice routing in mobile ad

hoc networks.Resource Management in Wireless Networking,

M. Cardei, I. Cardei, and D. -Z. Du (eds.), Springer, Network

Theory and Applications, 16:365–400, 2005.

[18] S. Nelakuditi, Z.-L. Zhang, R. P. Tsang, and D.H.C. Du.

Adaptive proportional routing: a localized QoS routing ap-

proach. Networking, IEEE/ACM Transactions on, 10(6):790–

804, December 2002.

[19] J. L. Sobrinho and A. S. Krishnakumar. Quality-of-service in

ad hoc carrier sense multiple access wireless networks.Selected

Areas in Communications, IEEE Journal on, 17(8):1353–1368,

August 1999.

[20] H. Xiao, K. G. Lo, and K. C. Chua. A flexible quality of service

model for mobile ad-hoc networks.Proc. of IEEE VTC2000-

Spring, Tokyo, May 2000.

[21] Z. Ye, S. V. Krishnamurthy, and S. K. Tripathi. A framework for

reliable routing in mobile ad hoc networks.IEEE INFOCOM

2003, 2003.

[22] G.-S. Ahn, A. T. Campbell, S.-B. Lee, and X. Zhang. IN-

SIGNIA. Internet Draft, draft-ietf-manet-insignia-01.txt, Octo-

ber 1999.

[23] S.-B. Lee, G.-S. Ahn, X. Zhang, and A. T. Campbell. IN-

SIGNIA: An IP-based quality of service framework for mobile

ad hoc networks.Journal of Parallel and Distributed Comput-

ing, 60(4), April 2000.

[24] S.-B. Lee and A. T. Campbell. INSIGNIA: In-band signaling

support for QoS in mobile ad hoc networks.proc. of 5th

international workshop on mobile multimedia communications

(MoMuC, 98), Berlin, October 1998.

[25] K. Chen, S. H. Shah, and K. Nahrstedt. Cross layer deisgn

for data accessibility in mobile ad hoc networks.J. Wireless

Communications, 21:49–75, 2002.

[26] J. D. Sweeney, R. A. Grupen, and P. Shenoy. Active QoS flow

maintenance in controlled mobile networks.Proc. of the Fourth

International Symposium on Robotics and Automation (ISRA),

Queretaro, Mexico. IEEE, August 2004.

[27] H. Badis and K. A. Agha. QOLSR, QoS routing for ad hoc

wireless networks using OLSR.European Transactions on

Telecommunications, 15(4), 2005.

[28] E. L. Lloyd. Broadcast scheduling for TDMA in wireless

multihop networks.Handbook of Wireless Networks and Mobile

Computing, Edited by I. Stojmenovic, John Wiley and Sons, Inc.,

pages 347–370, 2002.

[29] D. S. Johnson. The NP-completeness column.Journal of

Algorithms, (3):184, June 1982.

[30] S. T. McCormick. Optimal approximation of sparse hessians

and its equivalence to a graph coloring problem.Mathematics

programming, 2(26):153–171, 1983.

[31] S. Even, O. Goldreich, S. Moran, and P. Tong. On the NP-

completeness of certain network testing problems.Networks,

(14), 1984.

[32] I. Jawhar and J. Wu. A race-free bandwidth reservation protocol

for QoS routing in mobile ad hoc networks.Proc. of the 37th

Annual Hawaii International Conference on System Sciences

(HICSS’04), IEEE Computer Society, 9, January 2004.

[33] W.-H. Liao, Y.-C. Tseng, S.-L. Wang, and J.-P. Sheu. A

multi-path QoS routing protocol in a wireless mobile ad hoc

network.IEEE International Conference on Networking, 2:158–

167, 2001.



23

[34] X. Chen and J. Wu. Multicasting techniques in mobile ad

hoc networks.Chapter 2, The Handbook of Ad Hoc Wireless

Networks, edited by M. Ilyas, pages 2.1–2.16, 2003.

[35] B. Wang and J. C. Hou. Multicast routing and its QoS

extension: problems, algorithms, and protocols.Network, IEEE,

14(1):22–36, January-February 2000.

[36] Z. Wang and J. Crowcroft. Qos routing for supporting resource

reservation.IEEE Journal on selected areas in communications,

14:1228–1234, 1996.

[37] S. Chakrabarti and A. Mishra. QoS issues in ad hoc wireless

networks. Communications Magazine, IEEE, 39(2):142–148,

February 2001.

[38] S. Chen. Routing support for provid-

ing guaranteed end-to-end quality-of-service.

http://www.cs.uiuc.edu/Dienst/UI/2.0/Describe/ncstrl.uiuccs/UIUCDCS-

R-99-2090, University of Illinois at Urbana-Champaign, July

1999.

[39] A. Veres et al. Supporting service differentiation in wireless

packet networks using distributed control.IEEE JSAC, October

2001.

[40] P. Mohapatra, J. Li, and C. Gui. QoS in mobile ad hoc networks.

IEEE Wireless Communications, pages 44–52, June 2003.

[41] D. Dharmaraju, A. Roy-Chowdhury, P. Hovareshti, and J. S.

Baras. INORA-a unified signaling and routing mechanism for

QoS support in mobile ad hoc networks.Parallel Processing

Workshops, 2002. Proceedings. International Conference on,

pages 86–93, August 2002.

[42] C. Zhu and M. S. Corson. A five-phase reservation protocol

(FPRP) for mobile ad hoc networks.INFOCOM ’98. Sev-

enteenth Annual Joint Conference of the IEEE Computer and

Communications Societies. Proceedings. IEEE, 1:322–331, 29

March - 2 April 1998.

[43] C. Zhu and M. S. Corson. QoS routing for mobile ad hoc

networks. INFOCOM 2002. Twenty-First Annual Joint Con-

ference of the IEEE Computer and Communications Societies.

Proceedings, 2:958–967, June 2002.

[44] A. Gupta and D. Sanghi. QoS support in mobile ad-hoc

networks. Personal Wireless Communications, 2000 IEEE

International Conference on, pages 340–344, December 2000.

[45] C. R. Lin. Multimedia transport in multihop wireless networks.

Communications, IEEE Proceedings, 145(5):342–346, October

1998.

[46] B. S. Manoj and C. S. R. Murthy. Real-time traffic support

for ad hoc wireless networks.Networks, 2002. ICON 2002.

10th IEEE International Conference on, pages 335–340, August

2002.

[47] Y.-K. Ho and R.-S. Liu. On-demand QoS-based routing proto-

col for ad hoc mobile wireless networks.Fifth IEEE Symposium

on Computers and Communications, 2000. Proceedings. ISCC

2000, pages 560–565, July 2000.

[48] C. R. Lin and M. Gerla. A distributed control scheme in multi-

hop packet radio networks for voice/data traffic support.Com-

munications, 1995. ICC 95 Seattle, Gateway to Globalization,

1995 IEEE International Conference on, 2:1238–1242, June

1995.

[49] H.-C. Lin and P.-C. Fung. Finding available bandwidth in

multihop mobile wireless networks. Vehicular Technology

Conference Proceedings, 2000. VTC 2000-Spring Tokyo. 2000

IEEE 51st, 2:912–916, 15-18 May 2000.

[50] C. R. Lin. Admission control in time-slotted multihop mobile

networks. Selected Areas in Communications, IEEE Journal

on, 19(10):1974–1983, October 2001.

[51] S.-T Sheu and T.-F. Sheu. DBASE: a distributed bandwidth

allocation/sharing/extension protocol for multimedia over IEEE

802.11 ad hoc wireless LAN. INFOCOM 2001. Twentieth

Annual Joint Conference of the IEEE Computer and Communi-

cations Societies. Proceedings. IEEE, 3:1558–1567, April 2001.

[52] J. Wang, Y. Tang, S. Deng, and J. Chen. QoS routing with

mobility prediction in MANET. Communications, Computers

and signal Processing, 2001. PACRIM. 2001 IEEE Pacific Rim

Conference on, 2:357–360, August 2001.

[53] Y. Dong, T. Yang, D. Makrakis, and I. Lambadaris. Supernode-

based reverse labeling algorithm: QoS support on mobile ad

hoc networks. Electrical and Computer Engineering, 2002.

IEEE CCECE 2002. Canadian Conference on, 3:1368–1373,

May 2002.

[54] L. Bao and J. J. Garcia-Luna-Aceves. Transmission scheduling

in ad hoc networks with directional antennas.Proc. of the

8th annual international conference on mobile computing and

networking, pages 48–58, September 2002.

[55] I. Jawhar and J. Wu. A dynamic range resource reservation

protocol for QoS support in wireless networks.Proc. of the

3rd ACS/IEEE International Conference on Computer Systems

and Applications (AICCSA-05), January 2005.

[56] Y.-K. Ho and R.-S. Liu. A novel routing protocol for supporting

QoS for ad hoc mobile wireless networks.Wireless Personal

Communications, Kluwer Academic Publishers, (22):359–385,

2000.



24

[57] Q. Dai and J. Wu. Construction of power efficient routing

tree for ad hoc wireless networks using directional antenna.

Distributed Computing Systems Workshops. Proceedings. 24th

International Conference on, pages 718–722, March 2004.

[58] I. Martinez and J. Altuna. A cross-layer design for ad hoc wire-

less networks with smart antennas and QoS support.Personal,

Indoor and Mobile Radio Communications 2004. PIMRC 2004.

15th IEEE International Symposium on, 1:589–593, September

2004.

[59] R. Ramanathan, J. Redi, C. Santivanez, D. Wiggins, and

S. Polit. Ad hoc networking with directional antennas: a

complete system solution.Wireless Communications and Net-

working Conference. WCNC. IEEE, 1:21–25, March 2004.

[60] D. Saha, S. Roy, S. Bandyopadhyay, T. Ueda, and S. Tanaka. A

distributed feedback control mechanism for priority-based flow-

rate control to support QoS provisioning in ad hoc wireless

networks with directional antenna.Communications, IEEE

International Conference on, 7:4172–4176, June 2004.


