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Online reviews and ratings play an important role in shaping the purchase decisions of customers in e-
commerce. Many researches have been done to make proper recommendations for users, by exploiting reviews,
ratings, user profiles, or behaviors. However, the dynamic evolution of user preferences and item properties
haven’t been fully exploited. Moreover, it lacks fine-grained studies at the aspect level. To address the above
issues, we define two concepts of user maturity and item popularity, to better explore the dynamic changes for
users and items. We strive to exploit fine-grained information at the aspect level and the evolution of users and
items, for dynamic sentiment prediction. First, we analyze three real datasets from both the overall-level and
the aspect-level, to discover the dynamic changes (i.e., gradual changes and sudden changes) in user aspect
preferences and item aspect properties. Next, we propose a novel model of Aspect-based Sentiment Dynamic
Prediction (ASDP), to dynamically capture and exploit the change patterns with uniform time intervals. We
further propose the improved model ASDP+ with a bin segmentation algorithm to set the time intervals
non-uniformly based on the sudden changes. Experimental results on three real-world datasets show that our
work leads to significant improvements.

CCS Concepts: • Information systems → Information systems applications; Data mining;

Additional Key Words and Phrases: review mining, opinion evolution, aspect level, temporal dynamics,
sentiment prediction

ACM Reference Format:
Peike Xia, Wenjun Jiang, Jie Wu, Surong Xiao, and Guojun Wang. 2020. Exploiting Temporal Dynamics in
Product Reviews for Dynamic Sentiment Prediction at the Aspect Level. ACM Trans. Knowl. Discov. Data. 1, 1,
Article 1 (December 2020), 28 pages. https://doi.org/10.1145/3441451

1 INTRODUCTION
In recent years, online shopping has become increasingly popular [14]. Meanwhile, more and more
users like to express their opinions online [39, 52]. Online reviews and ratings play an important
role in shaping the purchase decisions of customers in e-commerce. Many recommendation models
have been proposed by exploiting reviews, ratings, user profiles, or behaviors [6, 8, 15, 44]. Existing
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works are usually based on user preferences and product attributes, which are usually changing over
time. However, the evolution hasn’t been fully exploited in recommendation. Moreover, it lacks the
fine-grained analysis in product reviews. In this paper, we strive to exploit fine-grained information
at the aspect level and the evolution of users and items, for dynamic sentiment prediction and
recommendation.

Existing researches on user sentiment prediction can be generally classified into three categories.
One is to mine users’ overall or aspect sentiments from product comments. In the past, some
researchers tried to make rating predictions by exploiting users’ historical scoring data. Such
as the classic matrix factorization and collaborative filtering methods [18, 36]. However, their
consideration is not fine-grained enough, ignoring users’ aspect information. Some recent works
strive to extract aspects and aspect ratings from product reviews to understand users’ aspect
preferences [43, 53]. For example, Bauman et al. [1] recommend more valuable aspects to users
by extracting aspect ratings and aspect weights from comments. However, works in this category
usually neglect the evolution of users and items. The second category is to dynamically mine user
sentiment from user rating and time information, i.e., to analyze how ratings change over time
and model temporal changes in customer preferences [11, 12]. For example, Koren [17] divides the
rating data into different time bins and uses each bin to model user preferences and item properties.
However, works in this category only consider ratings. The last category is to combine the idea
of the above two categories, which is also our research direction. There are some recent works
attempting to combine temporal dynamic information and reviews information [22]. For example,
[41] improves the accuracy of the recommendation by fusing the time model TimeSVD++ and the
topic model TopicMF. However, works in this category don’t consider the fine grained aspects. In a
word, although many achievements have been done, the evolution of users and items haven’t been
well studied and exploited in sentiment prediction and recommendation.

In real life, the user preferences and item properties keep changing over time. For example, a user
may give a relatively high rating when his mood is good, and vice versa. When a new item comes
out, it may receive a higher rating and then turn to steady over time. Therefore, it is unwise to
statically treat the user’s historical behavior information [6, 30, 33, 48]. Going more deeply into the
aspect level, the user aspect preferences and item aspect properties are also changing dynamically
over time. Fig. 1 shows an example of changing aspect preferences: when a user does not have
enough money, he tends to care more about the “price" aspect; as his economic capability increases,
he may pay more attention to the “appearance" or the “quality" aspect. The changes of item aspect
properties are similar to that. When a product is just released, its “price" aspect may be of great
concern, and after a period of time, users will pay more attention to its “quality" aspect. Therefore, it
is necessary to capture and explore those fine-grained dynamic changes for better recommendation.
Although many efforts have been done, three challenges are still open. (1) Existing works

lack a deep understanding of the evolution (dynamic features) of users and items. (2) It lacks
comprehensive time dynamic analysis for users and items at the aspect level. (3) There is a pressing
need to integrate aspect dynamic features of users and items into sentiment prediction.

Our motivations. Keeping the above challenges and the task of sentiment prediction in mind,
our motivations in this paper are threefold: (1) exploring a way to measure the evolution and
to capture the dynamic features of both users and items, (2) deeply studying the fine-grained
change patterns of user’s aspect preferences and item’s aspect properties in real datasets, and
(3) exploiting the evolution of aspect-level features of users and items to enhance the dynamic
sentiment prediction.

In this paper, we focus on fusing the temporal dynamics of user’s aspect preferences and item’s
aspect properties from product reviews, so as to improve the accuracy of sentiment prediction for
recommendation system. Our contributions are as follows:
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Fig. 1. The dynamic changes in user aspect preferences

(1) We identify a novel problem of aspect-based sentiment dynamic prediction. To address the
problem, we define the concepts of user maturity and item popularity to capture the dynamic
features of users and items, and exploit them for better sentiment prediction.

(2) We deeply study the dynamic changes (i.e., gradual changes and sudden changes) in user
aspect preferences and item aspect properties, with three real datasets from the overall-level
and the aspect-level.

(3) We propose a newmodel of aspect-based sentiment dynamic prediction(ASDP) to dynamically
capture the change patterns of user’s aspect preferences and item’s aspect properties with
uniform time intervals. We also propose an improved ASDP+ model with a bin segment
algorithm, which sets time intervals non-uniformly based on the sudden changes.

(4) We evaluate the proposed models on three real-world datasets and the results show that they
lead to significant improvements comparedwith the baselines. For example, the improvements
on the Beeradvocate dataset are about 2%-20% on the F1 score.

The rest of the paper is organized as follows. In Section 2, we discuss the related work. Section 3
defines the ASDP problem and introduces the solution overview. In Section 4, we extensively study
the change patterns of user aspect preferences and item aspect properties. Section 5 details the
proposed method. Experiments with the three real-life datasets are described in Section 6. Section
7 concludes the paper.

2 RELATEDWORK
In this section, we briefly review the literature. Closely related works are on review text mining
and dynamic evolution of user preferences and item properties.

2.1 Review text mining
Review text mining is essential to exploring the changes in user preferences and item properties.
The review texts generally contain a lot of user and product information, which can tell us the
reasons why users like or dislike this product [9, 14, 32]. By capturing these hidden information,
the recommendation system can make more personalized recommendations. Therefore, in recent
years, a large number of researchers are committed to mining useful information from review text
[2, 24, 27, 34].
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Opinion mining has received more and more attention in the past few years [9, 13]. Ravi et al.
[35] present a comprehensive survey on opinion mining and sentiment analysis. Jiang et al. [13]
propose the FluidRating model to predict multiple ratings in OSNs; It exploits the fluid dynamics
theory to naturally reflect the time-evolving opinion formulation process. Luiz et al. [23] propose a
general framework that allows developers to filter, summarize and analyze user reviews written
about applications on App Stores. This framework can automatically extract relevant features from
reviews of Apps and analyze the sentiment associated with each of them. Poria et al. [31] present
the first deep learning approach to aspect extraction in opinion mining. Musto et al. [29] propose a
multi-criteria recommender system based on collaborative fltering (CF) techniques, which exploits
the information conveyed by users’ reviews.
With the development of opinion mining techniques based on aspect level, the relationship

between ratings and aspect-based sentiment has become increasingly attractive. Wang et al. [38]
use the review text information to mine the user’s aspect preference. They first use an aspect
segmentation algorithm to get a set of aspects for each review and use the word sentiment dictionary
to calculate the aspect ratings of every review, and finally calculate the aspect weights by leveraging
a regression method. Diao et al. [5] propose a probabilistic model based on collaborative filtering
and topic modeling. It can capture the interest distribution of users and the content distribution of
movies. Ling et al. [20] propose a model named RMR that applies topic modeling techniques on
the review text and align the topics with rating dimensions to improve prediction accuracy. Lin
et al. [19] uses a novel model to integrate ratings and review texts via latent factor model. Cheng
et al. [4] first leverage the review text to model user preferences and item features from different
aspects and estimated the aspect importance of a user towards an item, then use a model named
ALFM to integrate the aspect importance. HernA et al. [7] exploit the extracted aspect opinion
information to provide enhanced recommendations. Huang et al. [9] propose an aspect sentiment
similarity-based personalized review recommendation model (A2SPR), which can recommend top-k
reviews that contain the most related aspects for individuals.
Although many models have been proposed, existing works usually take a static way to mine

user’s opinions and item’s attributes from reviews, ignoring the fact that both of them are changing
over time. To address this issue, we try to deeply study the dynamic changes in user’s aspect
preferences and item’s aspect properties from product reviews.

2.2 Dynamic evolution of user opinions
As is well known, both user preferences and item properties are changing dynamically over time
[21, 49], so it is unadvisable to statically treat historical information of users and item. Over the
last few years, there has been some works trying to improve the accuracy of the recommendation
system by leveraging the time information [13, 40]. Koren [17] proposes a time-aware RS named
TimeSVD++. It divides the rating data into different time bins, for each bin they separately model
user preferences and item properties. Xiang et al. [42] further learn long-term and short-term factors
through random walk on sessions-based temporal graphs. Koenigstein et al. [16] use the matrix
decomposition model to combine the timestamps information with the rating data on the yahoo
music dataset, exploiting the temporal characteristics of this dataset. Yin et al. [45] analyze user
behaviors in social media systems and design a latent class statistical mixture model named TCAM,
which considers the intentions and preferences behind user behaviors. Yuan et al. [46] develop a
collaborative recommendation model that is able to incorporate time factors to recommend POIs
for a given user at a specified time in a day. Zhang et al. [47] consider evolving preferences and
model user dynamics by introducing and learning a transition matrix for each user’s latent vectors
between consecutive time windows.
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A novel approach with fluid dynamics has been proposed for personalized opinion formation
([10, 12, 13, 37]), in which the system is modeled simply with containers and pipes. To be specific, a
user is seen as a “container," with their opinion as fluid in the container. The fluid has two dimensional
information: the fluid temperature indicates the rating (e.g., opinion), and the fluid height as the
persistence of their opinion. Several containers are connected through single directional pipes,
corresponding to influence relations. Moreover, friends’ influences are propagated via the fluid
exchange among connected containers in several discrete steps.

Existing works usually focus the relationship between rating and time, ignoring the fine-grained
dynamic changes of user preferences contained in user’s reviews. In this paper, we strive to combine
review information and time factor. There have been some attempts to combine temporal dynamic
information and reviews information [22]. Wu et al. [41] take temporal dynamics, reviews and
correlation into consideration and combine this information for accurate recommendation, but
they don’t take into account the aspect properties in user’s comments. McAuley and Leskovec
[26] believe that the user’s aspect preferences may have changed over time, and they divide each
user’s experience into several levels and define a recommendation system for each level to achieve
higher accurately. Mukherjee et al. [28] model the joint evolution of user experience and develop a
generative HMM-LDA model to trace user evolution. Their difference with our method is that they
only model user experience, while we also consider time information based on user experience.
Zhang et al. [51] propose a daily-aware personalized recommendation based on feature-level time
series analysis. It also differs from our work as they treat all reviews of a day as a whole to analyze
the trend of product feature while we attempt to leverage aspect information to model the dynamic
changes of user preferences and item properties.

In summary, our work is different from others at threefold: (1)We try to deeply study the evolution
and understand the dynamics features of both users and items; (2) We strive to comprehensively
capture the fine-grained change patterns of user’s aspect preferences and item’s aspect properties
in real datasets; (3) We try to exploit the evolution of aspect-level features of users and items to
enhance the dynamic sentiment prediction.

3 PROBLEM DEFINITION
3.1 System settings
In e-commerce platforms, a user 𝑢 may give a rating after purchasing an item 𝑖 , which represents
his overall satisfaction with this item. For example, rating values can be integers ranging from 1
(star) indicating a strong unsatisfaction to 5 (stars) indicating a strong satisfaction. We convert the
rating prediction task into a binary classification problem. Therefore, we mark the rating greater
than 3(stars) as 1, and the others as 0, where 1 is positive (like) and 0 is negative (dislike).

We use 𝑡 to represent time (e.g., a week), so that a rating r𝑢𝑖 (𝑡) indicates the satisfaction of user
𝑢 on item 𝑖 at time 𝑡 . Meanwhile, user 𝑢 may write a review text 𝑑𝑢𝑖 ⊂ 𝐷 , where 𝐷 represents
the collection of all review texts. Formally, an aspect set 𝐴 = {𝑎1, 𝑎2, 𝑎3, · · · , 𝑎𝑘 } which contains 𝑘
aspects is predefined in 𝐷 . For example, in Beeradvocate dataset, four aspects are predefined for
this domain, i.e., 𝐴 = {“appearance", “aroma", “palate", “taste"}. 𝐴𝑑 represents a set of aspects that
appears in a comment and we assume that 𝐴𝑑 ⊂ 𝐴. The notations used in the paper are listed in
Table 1.

In order to measure the evolution of user preference and item property as well as the aspect level
features, we present three concepts: user maturity, item popularity, and aspect impact. Details are
as follows.

Definition 1: User Maturity. The user maturity represents the user’s level of experience. The
higher experience level a user has, the higher maturity he has.
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Table 1. Notations

Notation Description

𝑟𝑢𝑖 /𝑟𝑢𝑖 Real/predicted rating that user 𝑢 give to item 𝑖 , (normalized into [0, 1])

𝑠𝑘𝑢𝑖 (𝑡)
Real aspect rating that user 𝑢 give to aspect 𝑎𝑘 of item 𝑖 in time 𝑡 ,
(normalized into [1, 5])

𝑜𝑘𝑢𝑖 /𝑜
𝑘
𝑢𝑖

Real/predicted aspect sentiment that user 𝑢 give to aspect 𝑎𝑘 of item 𝑖 ,
(normalized into [0, 1])

𝑝𝑘𝑢 /𝑞𝑘𝑖 The f-dimensional latent vectors corresponding to user 𝑢/item 𝑖 for aspect 𝑎𝑘
𝑏𝑘𝑢 (𝑡)/𝑏𝑘𝑖 (𝑡) The change of user’s/item’s 𝑘th aspect preferences/properties over time
B𝑢 (𝑡)/B𝑖 (𝑡) Parameters on time 𝑡 contained in user 𝑢/item 𝑖 in the model
`𝑘 A constant pertaining to aspect 𝑎𝑘
𝑧𝑘 A general coefficient expressing the relative importance of aspect 𝑎𝑘
𝑤𝑘 The impact of user maturity on aspect 𝑎𝑘 .
𝑣𝑘 The impact of item popularity on aspect 𝑎𝑘 .
𝑘 The number of aspects
𝐷 The collection of all review text
𝐴 the collection of all aspects
𝑎𝑘 the 𝑘th aspect of collection 𝐴

𝑓 The dimension of latent factors
_𝑟 /_𝑠 The regularization parameters of the overall/aspect rating part
𝛼 A parameter to combine the aspect rating part with the overall rating part

We use the user review numbers to reflect user maturity. Specifically, we divide all users into
several groups according to the number of reviews. Each group corresponds to different user
maturity. The more reviews a user has posted, the higher maturity the user has. For example,
in the Beeradvocate dataset, all users are divided into four groups {𝑅𝑢 < 50, 50 ≤ 𝑅𝑢 < 100,
100 ≤ 𝑅𝑢 < 200, 𝑅𝑢 ≥ 200}. For instance, 𝑅𝑢 < 50 indicates the group of users who post less than
50 reviews.

Definition 2: Item Popularity. Item popularity represents how popular the item is (i.e., the
degree that users like it). The more an item is purchased or commented on, the higher popularity it
has.

We use the item review numbers to estimate the item popularity. Specifically, we divide all items
into several groups according to the number of reviews they received. Each group corresponds
to different item popularity. The more reviews an item has, the higher popularity the item has.
For example, in the Beeradvocate dataset, all items are also divided into three groups {𝑅𝑖 < 30,
30 ≤ 𝑅𝑖 < 200, 𝑅𝑖 ≥ 200}. For instance, 𝑅𝑖 < 30 indicates the group of items that receive less than
30 reviews.

Definition 3: Aspect Impact. The aspect impact indicates the importance of a particular aspect
for a user or an item. It consists of three parts: aspect weight, user maturity and item popularity.

A user may have different preferences on different aspects. The higher impact an aspect has for
a user, the higher preference he has on this aspect. Similarly, the higher aspect impact an aspect
has for an item, the more popularity it has for this aspect.

3.2 The Problem of Aspect-based Sentiment Dynamic Prediction
We identify a novel problem of aspect-based sentiment dynamic prediction. We formulate it as a
binary sentiment dynamic prediction task, to predict whether a user likes a target item based on
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dynamic historical behaviors. Specifically, we study how to capture the dynamic changes of user
aspect preferences and item aspect properties from user’s reviews. Given the historical behavior
data of user𝑢 and a target item 𝑖 , our task is to predict whether the user𝑢 likes item 𝑖 by considering
time evolving of user opinions in aspect level.

Sentiment classification helps estimate whether a user likes an item. According to the estimation,
recommendation system can make proper recommendation. Therefore, we hope to improve the
prediction accuracy of sentiment classification by capturing the dynamic features of user’s aspect
preferences. There are two main challenges:
(1) How to capture the dynamic changes of user aspect preferences and item aspect

properties?
Specifically, we can define this objective as follows: for each user 𝑢 and the target item 𝑖 , our
task is to figure out the change patterns of the aspect rating 𝑠𝑘𝑢𝑖 (𝑡) over time, 𝑘 represents
the number of aspects.

(2) How to explore aspect-based sentiment dynamic prediction to improve recommen-
dation accuracy?
Specifically, we convert the sentiment dynamic prediction task into a binary classification
problem. For each user 𝑢 and the target item 𝑖 , our task is to predict whether the sentiment is
positive or negative by considering dynamic changes in aspect preferences.

3.3 Solution Overview
Keeping the evolution and aspect level feature in mind, we propose the Aspect-based Sentiment
Dynamic Prediction model(ASDP). Our solution mainly consists of three steps, as shown in Fig. 2.
(1) Extract aspects and aspect ratings from the product reviews. Many methods can be exploited.
Here we use the LARA method [38] as the basis. It can get specific aspects and aspect ratings for
every review by using an aspect segmentation algorithm. These aspects and aspect ratings can
help analyze the dynamic changes of users’ emotion. Moreover, the aspect ratings can serve as the
ground truth of the aspect rating prediction task, similar to [1]. (2) Identify the dynamic changes in
user aspect preferences and item aspect properties via extensive data analysis. Here we mainly
consider two types of changes: the gradual changes and the sudden changes. (3) Capture the change
patterns of user preferences and item attributes in aspect level, and flexibly combine the temporal
dynamic and product reviews.

Review Data

ASDP Model

Product 
Data

Rating and 
Time Data

Aspects 
and Aspect 
Ratings 

Aspect 
Extraction

Patterns 
and Time 

Bins

Overall 
Sentiment

Predict

Data 
Analysis

Data 
Analysis

Fig. 2. Overview of our solution.
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Table 2. The Statistics of Three Datasets.

Dateset #users #items #reviews time span

Amazon_Book 21322 126078 549723 2012-01-01,2012-12-31
Ratebeer 10356 69005 855863 2010-01-01,2011-12-31
Beeradvocate 22406 45084 848623 2009-01-01,2011-12-31

Table 3. Aspect Seed Keywords in Amazon-Book Dataset

Aspects Seed words

value value, price, worth, expensive, cheap
content content, chapter, piece, story, series
paper paper, typography, leather, size, shape, package
style style, peaceful, wonderful,interesting, wisdom
writing writing, language, emotion, thought
culture culture, classic, literature, history

Table 4. Aspect Seed Keywords in Beeradvocate and Ratebeer Datasets

Aspects Seed words

appearance appearance, look, package, bottle, sheap
aroma aroma, smell, savor, fragrant, bouquet
palate palate, sense, feel, tang, lubrication
taste taste, flavor, wonderful, sample, sweet

3.4 Datasets and Preprocess
We use three real datasets (Amazon-Book, Beeradvocate, Ratebeer) collected by McAuley et al. [25]
to explore the dynamic changes in user’s aspect preferences and item’s aspect properties. A recordd
in the datasets contains user ID, item ID, user review, review time, and rating. Considering the
temporal dynamics factor, we divide the datasets in chronological order, and take the earliest 80%
as the training set, and the rest 20% as a test set. The records for training occur before that for the
test. The details of the datasets are shown in Table 2.
The original datasets use a 5-star rating system. We transform it into the binary “high" ({4, 5})

and “low" ({1, 2, 3}) classes. Furthermore, we reformulate sentiment estimation as a classification
problem to predict whether a user would like an item.

For users’ text comments, we first perform simple pre-processing on these reviews: (1) converting
all the words in comments to lowercase; (2) removing the stop words according to the stop words list
and removing the words that appear less than 5 times in all reviews. Because these rare words are
not representative; (3) converting each word into its root by using NLTK [38], which is convenient
for us to match the aspect of each user. Then we artificially set up a set of aspects and aspect
seed keywords. These aspect seed keywords will be used to extract aspect and aspect ratings. For
example, for Amazon-Book dataset, we set the number of aspects to be six, and the aspect seed
words are shown in Table 3. Table 4 shows the aspect seed words of Beeradvocate and Ratebeer
Datasets. It is worth noting that we can extract any number of aspects according to the product
properties. For the convenience of display and analysis, here we only use a few common aspects.
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3.5 Preliminaries
In this subsection, we introduce the preliminaries of our work, i.e., the basic matrix factorization
model [1], the TimeSVD model [41] and the TimeSVD++ model [17].

3.5.1 Matrix Factorization: A Basic Model. The matrix factorization(MF) model, as a state-of-the-art
recommender method, maps both users and items to a joint latent factor space of dimensionality 𝑓 .
The latent space tries to explain ratings from user feedback. The final rating score 𝑟𝑢𝑖 for a user 𝑢
and item 𝑖 is calculated as follows:

𝑟𝑢𝑖 = ` + 𝑏𝑢 + 𝑏𝑖 + 𝑞𝑇𝑖 𝑝𝑢 (1)

MF is a classical model in recommendation systems and it performs well in accuracy and scalability.
Moreover, it is very flexible to add side data sources for recommender. However, it assumes that all
the historical behaviors are static and fails to capture the dynamic of user preferences and item
properties. We adopt the MF method as a basis of our model.

3.5.2 TimeSVD and TimeSVD++: Time-aware Factor Models. User preferences and item properties
are changing over time. To capture the dynamic features, Koren [17] proposed a TimeSVD++
method to dynamically process user behavior information. Based on MF, it adds implicit feedback,
which provides an additional indicator of user preferences. To capture dynamic information, it
splits the data set into 𝑇 bins, ratings for user 𝑢 and item 𝑖 in period 𝑡 ⊂ 𝑇 are then defined as:

𝑟𝑢𝑖 = ` + 𝑏𝑢 (t) + 𝑏𝑖 (t) + 𝑞𝑇𝑖 (𝑝𝑢 (t)+|R(𝑢) |−
1
2

∑
𝑗⊂R(𝑢)

𝑦 𝑗 ) (2)

where 𝑏𝑢 (t), 𝑏𝑖 (t) are time drifting bias for user 𝑢 and item 𝑖 in time period 𝑡 , 𝑝u (t) represents the
latent factors of user 𝑢 which change dynamically with time, |R(𝑢) |− 1

2
∑

𝑗⊂R(𝑢)
yj represents implicit

feedback.
In our work, we focus on capturing the aspect-level dynamic features of users and items. We

explore the idea of TimeSVD++ as the basis. To facilitate calculations, we remove the implicit part
and simplify the TimeSVD++ model into TimeSVD. The modified model is as follows:

𝑟𝑢𝑖 = ` + 𝑏𝑢 (t) + 𝑏𝑖 (t) + 𝑞𝑇𝑖 𝑝𝑢 (3)

More details can be found in [17, 41]. Learning of the parameters is performed by minimizing
the associated squared error function on the training set using a regularized stochastic gradient
descent algorithm. We incorporate the time factor into our framework, and dynamically define the
size of each bin by looking for mutation points.

4 DATA ANALYSIS FOR ASPECT-BASED DYNAMIC CHANGES
In this section, we analyze three real datasets (i.e., Amazon-Book, Ratebeer, and Beeradvocate
as in Table 2) and explore the dynamic changes in overall ratings and aspect ratings, so as to
deeply study the dynamic changes in user aspect preferences and item aspect properties. We first
set up six aspects (“value", “content", “paper", “style", “writing", and “culture", as in Table 3) for
Amazon-Book, and four aspects (“appearance", “aroma", “palate", and “taste", as in Table 4) for
Ratebeer and Beeradvocate. Then we use the LARA method [38] to extract user’s aspect ratings
from the comments. We deeply study the following four research questions (RQs):
RQ1: How do the overall and aspect ratings of the entire datasets change over time?
RQ2: What are the distributions of mutation points of all users and items change over time?
RQ3: How do the overall and aspect ratings of an individual user or a single item change over

time?
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RQ4: What are the distributions among user groups of different maturity and item groups of
different popularity?

4.1 RQ1: How do the overall and aspect ratings of the entire datasets change over
time?

To address RQ1, we divide the entire datasets into weekly intervals, and we calculate the average
overall and aspect ratings of each week. Then we study their dynamic changes. Since the results in
three datasets are similar, here we only display that in Beeradvocate, as shown in Fig. 3. We can get
the following findings:
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(d) Taste and overall.

Fig. 3. Dynamic changes in overall ratings and aspect ratings in Beeradvocate dataset.

(1) Both the overall ratings and the aspect ratings show clear change patterns. In Fig. 3, [1, 52]
weeks are for the first year, [53, 104] weeks are for the second year, and [105, 157] weeks are
for the third year. It shows sudden changes around 27th, 62th, 79th, 107th, 135th, 148th week,
corresponding to the middle and the end of each year. We call them the mutation time point. At
other times, there is a steady rise or fall change.

(2) The overall rating is related to each aspect rating because it shows a similar trend with each
of the four aspects, as shown in the four sub-figures in Fig. 3. It incites us that the overall rating
can be calculated by summing up all aspect ratings.
(3) The impact of each aspect on the overall rating is different. It can be seen that the scores

in “appearance" aspect are higher than the overall ratings (Fig. 3(a)). The scores in “aroma" and
“palate" aspects are lower than the overall ratings (Fig. 3(b) and Fig. 3(c)), while the scores in “taste"
aspect are similar to the overall ratings (Fig. 3(d)). Therefore, we can infer that the “taste" aspect
has a higher aspect weight, while the “aroma" and “palate" aspects have lower weights.
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4.2 RQ2: What are the distributions of mutation points of all users and items change
over time?

We delve into the mutation time points of all users and all items, so as to deeply study their dynamic
characteristics. To be specific, we count the numbers of users and items with respect to different
mutation time points from the aspect level and the overall level, respectively. Fig. 4 shows the
results of users, and Fig. 5 shows the results of items. The x-axis represents different aspects. The
y-axis represents the number of users (items). Each column represents different mutation points.
Taking Fig. 4(a) for instance, we display the number of users who has 0, 1, 2 ..., 19 mutation time
points, at the aspect ‘appearance’, ‘aroma’, ‘palate’, ‘taste’ and the overall rating, respectively. We
gain the following findings.
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Fig. 4. The distribution of mutation points for users.
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Fig. 5. The distribution of mutation points for items.
(1) In general, the number distribution of user mutation points presents a long tail effect. The

greater the number of mutation points, the smaller the user count. It verifies the existence of
mutation points for users. It also indicates that there are not too many mutation points for majority
of users, usually a few to dozens.
(2) Some aspects take more impacts than others on the overall rating. To be specific, in Beerad-

vocate dataset (Fig. 4(a)), the distribution of ‘palate’ aspect is more similar to that of the overall
rating. It means that, for the majority of users, the change of this aspect rating is the main factor
affecting users’ preference for Beeradvocate dataset. This also indicates that the weight of each
aspect is different, ‘palate’ aspects is more important in Beeradvocate. In Ratebeer dataset (Fig.
4(b)), the distribution of ‘taste’ aspect is more similar to that of the overall rating, which implies
that this aspect is more important in Ratebeer. Similarly, in the Amazon-Book dataset (Fig. 4(c)),

ACM Trans. Knowl. Discov. Data., Vol. 1, No. 1, Article 1. Publication date: December 2020.



1:12 Peike Xia, Wenjun Jiang, Jie Wu, Surong Xiao, and Guojun Wang

the distributions of ‘style’ aspect is more similar to that of overall rating. It means that for book
products, ‘style’ aspect has the higher impact.

We also analyze the distribution of mutation points for all items, as shown in Fig. 5. The x-axis
represents different aspects. The y-axis represents the number of items. Each column represents
different mutation points. Taking Fig. 5(a) for instance, we display the number of items who has 0,
1, 2,..., 5 mutation time points, at the aspect ‘appearance’, ‘aroma’, ‘palate’, ‘taste’ and the overall
rating, respectively. We gain the following findings.
(1) Compared with the changes of mutation points in users, the changes in items are relatively

small. That is to say, the changes in commodities are relatively stable.
(2) Again, some aspects take more impacts. For the two beer datasets (Fig. 5(a), Fig. 5(b)), the

distribution of ‘taste’ aspect is more similar to that of the overall rating. It indicates the ‘taste’ aspect
is the main one that affects beer products. For the book dataset (Fig. 5(c)), the ‘content’ aspect is
more important.

In order to show our findings more clearly, we divide users and items into three subsets according
to the number of mutation time points. i.e., 𝑝 < 5, 5 ≤ 𝑝 < 15, 15 ≥ 𝑝 for users, and 𝑝 < 2, 2 ≤ 𝑝 < 5,
𝑝 ≥ 5 for items. Then we observe the percentage distribution of each group in each aspect and the
overall rating. Table 5 shows the results. We gain two main findings.

Table 5. the percentage distribution of the number of mutation points for all users and items

Aspect
Beeradvocate

User Item
𝑝 < 5 5 ≤ 𝑝 < 15 𝑝 ≥ 15 𝑝 < 2 2 ≤ 𝑝 < 5 𝑝 ≥ 5

appearance 96.5% 3.5% 0% 26.1% 74.9% 0%
aroma 69.2% 29.7% 1.1% 53.3% 46.7% 0%
palate 76.7% 23.3% 0% 59.6% 40.4% 0%
taste 59.3% 34.9% 5.8% 19.1% 58.8% 22.1%
overall 79.2% 20.8% 0% 26.1% 73.9% 0%

Aspect
Ratebeer

User Item
𝑝 < 5 5 ≤ 𝑝 < 15 𝑝 ≥ 15 𝑝 < 2 2 ≤ 𝑝 < 5 𝑝 ≥ 5

appearance 29.9% 46.1% 24% 32.4% 29.1% 38.5%
aroma 22.9% 49.6% 27.5% 50.2% 34,3% 15.5%
palate 27% 47.6% 25.4% 36.0% 37.1% 26.9%
taste 25.1% 47.5% 27.4% 19.3% 34.7% 46.0%
overall 24.8% 48.2% 27.0% 33.8% 29.6% 36.6%

Aspect
Amazon-Book

User Item
𝑝 < 5 5 ≤ 𝑝 < 15 𝑝 ≥ 15 𝑝 < 2 2 ≤ 𝑝 < 5 𝑝 ≥ 5

value 72.9% 27.1% 0% 17.2% 69.4% 13.4%
culture 73.6% 26.4% 0% 75.2% 24.8% 0%
style 68.0% 32.0% 0% 53.5% 46.5% 0%
content 32.6% 67.4% 0% 17.2% 47.1% 35.7%
packaging 54.3% 45.7% 0% 17.2% 55.4% 27.4%
writing 40.0% 60.0% 0% 24.8% 45.2% 30.0%
overall 82.0% 18.0% 0% 48.4% 51.6% 0%

(1) In general, over 20% of users have more than 5 mutation points considering all aspects
and overall rating. Among them, this ratio exceeds 70% in Ratebeer, because each user has more
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consumption records in this dataset. Meanwhile, in beer products, there are more mutations in
‘taste’; and in book products, it is ‘writing’ and ‘content’.

(2) The number of users mutation points is significantly higher than that of items. This indicates
that the frequency of user preference changes is higher than that of commodities.

4.3 RQ3: How do the overall and aspect ratings of individual users/items change over
time?

We study RQ3 to go deeper into individual users/items. Without loss of generality, we randomly
select some users and items to analyze. Here we only display the results of one user (userID=143)
and one item (itemId = 4742) to show our findings. Again, we divide the data into weekly intervals,
and we calculate the average overall and aspect rating of each week to observe their dynamic
changes. First, we study the dynamic changes of a single user, as shown in Fig. 6.
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Fig. 6. Dynamic changes in overall ratings and aspect ratings for a single user.

We can find that for this user, the change trend of aspect rating is closely related to the overall
rating. A mutation time point is found around the 38th week of 2010, which may indicate that the
user’s preference or experience has changed greatly due to some factors. In other weeks, it shows a
linear change in user’s ratings, which reflects the gradual changes in user preferences.

Next, we study the dynamic changes of a single item, as shown in Fig. 7. We find that for a single
item, the change trend of aspect ratings is also closely related to that of the overall rating. Different
from users, the change is relatively stable, which shows a slow linear change relationship, and no
sudden change occurs.
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Fig. 7. Dynamic changes in overall ratings and aspect ratings for a single item.

4.4 RQ4: What are the distributions smong user groups of different maturity and item
groups of different popularity?

We study RQ4 to check the distributions of different user and item groups. Recall that we define
four levels of user maturity and three levels of item popularity (in Section 3.1). We check the entire
dataset to observe the number of users/items in each group, as shown in Fig. 8(a). It can be found
that most users/item are in low maturity/popularity, accounting for the proportion of 87% and 89%,
respectively.
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Fig. 8. The distribution of user/item numbers and user-item groups for overall items.

Next, we study the distribution of item groups in each user group, as shown in Fig. 8(b). It can
be found that all user groups like to purchase high-popularity items. However, for low maturity
user group (𝑅𝑢 < 50), only about 14% people purchase low popularity items. For high maturity
user group (𝑅𝑢 > 200), there are about 23% people purchase low popularity items. It indicates that
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experienced users (with high maturity) are more likely to make their own judgments than to be
influenced by popular items.

Next, we check the item group distribution of an individual user (userId = 143), as shown in Fig.
9(a). It shows that the user prefers to buy popular items in three years. In 2009, only 22% of the
products he purchased are of low popularity. However, by 2011, the proportion has increased to
48%. We can see that, with the improvement of user maturity (experience), he gradually focuses
more on his own personal judgment than to be affected by item popularity.
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Fig. 9. The distribution of review numbers and user maturity for a popular item.

Finally, we check the user group distribution of an individual item (itemId = 4742), as shown
in Fig. 9(b). From 2009 to 2011, the number of users with low maturity is increased from 30% to
46%, while that with high maturity is decreased from 39% to 23%. It indicates that with the increase
of item popularity, it becomes more attractive to low maturity users, but less attractive to high
maturity users.

4.5 Summary of Our Findings
In summary,we gain four main findings as follows, corresponding to the answers of three research
questions, RQ1, RQ2, RQ3 and RQ4, respectively.

(1) Both the overall ratings and the aspect ratings show two kinds of change patterns: the sudden
changes and the gradual changes. Moreover, the overall rating is related to each aspect rating
and different aspects have different impact on the overall rating. It indicates that the overall
rating can be calculated by summing up all aspect ratings with proper weights.

(2) In the three data sets, there do exist the mutation points in the aspect ratings and overall
ratings. Moreover, the number of mutation points of users are clearly more than that of items,
indicating that users’ preference changes more frequently than that of items’ properties.

(3) For a single user, the overall ratings and aspect ratings also show two kinds of change patterns,
i.e., the gradual changes and the sudden changes. However, for a single item, their changes
are relatively stable, showing a slow a gradual linear change.

(4) For different user groups, most users like high popularity items. However, with the im-
provement of user maturity, users are more likely to make their own judgments than to be
influenced by popular items. For different item groups, with the increase of item popularity,
it becomes more attractive to low maturity users, but less attractive to high maturity users.

Based on the above data analysis and findings, we can design our model to capture the dynamic
changes (gradual changes and sudden changes) of overall ratings and aspect ratings.
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5 ASDP: THE ALGORITHM DETAILS
In this section, we describe the ASDP model in details. It captures temporal dynamic from product
reviews based on equal intervals. We further propose a bin segmentation algorithm based on
the mutation time points where sudden changes happen, which helps to set the size of intervals
non-uniformly. The improved model is called ASDP+.

5.1 Aspect Extraction and Sentiment Analysis
In order to explore the evolution of user opinions from aspects level, we need to extract aspects
and estimate the aspect ratings from users’ reviews. Here we leverage a state-of-the-art method of
LARA [38]. This is because LARA can obtain specific aspects and aspect ratings for every review.
For example, for the review “The taste of this beer is great", the word “taste" can be extracted as an
aspect and the aspect rating can be classified as positive by LARA. Generally, aspect segmentation
algorithm is performed for extracting aspects of each review, and latent rating regression is used for
computing aspect ratings. In particular, when performing the aspect segmentation algorithm, we
manually set the number of aspects in each category of entities, andwe select themost representative
words as the aspect seed keywords. Then we iteratively expand the aspect keywords. Next, we
match each review with these aspect keywords, and assign a set of corresponding aspects to each
review. Finally, we use a latent rating regression method to calculate aspect ratings. More details
can be found in [38].
Formally, for a set of reviews 𝐷 of a given entity(e.g., beer), LARA builds a set of aspects

𝐴 occurring in 𝐷 , and identifies a set of aspects 𝐴𝑑 occurring in 𝑑 ⊂ 𝐷 for each review. The
corresponding aspect ratings 𝑠𝑘𝑢𝑖 ⊂ {1, 5} indicate that user 𝑢 expresses rating about aspect 𝑘 ⊂ 𝐴𝑑

on item 𝑖 . And we use 𝑜𝑘𝑢𝑖 ⊂ {0, 1} to indicate aspect sentiments, where 1 is positive (like) and 0 is
negative (dislike). The relationship between aspect ratings and aspect sentiments is shown below.

o𝑘𝑢𝑖 =
{
1,
0,

𝑖 𝑓 𝑠𝑘𝑢𝑖 > 3
𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

(4)

5.2 ASDP: Based On Equal Intervals
In this subsection, we present the ASDP model that is able to capture the dynamic changes of user
aspect preferences and item aspect properties from user’s reviews. It has two parts. The first part
is to capture the dynamic changes of aspect ratings by using TimeSVD method (Section 3.5). The
second part is to predict the overall sentiment by combining aspect ratings with aspect weights.
ASDP can predict whether a user is interested in an item at a specific time.

For capturing the dynamics of aspect ratings, ASDP estimates the sentiment utility value for each
aspect 𝑘 using the matrix factorization approach. We split the data set into 𝑇 intervals (denoted as
bins), as is shown in Fig. 10. We regard the user’s aspect preferences and item’s aspect properties
as a function of time. Then, the aspect rating is calculated as follows:

𝑠𝑘𝑢𝑖 (\𝑠 ) = `𝑘 + 𝑏𝑘𝑢 (𝑡) + 𝑏𝑘𝑖 (𝑡) + (𝑞𝑘𝑖 )⊤𝑝𝑘𝑢 , (5)

where `𝑘 is a constant pertaining to aspect 𝑘 , representing the average rating for each aspect.
𝑏𝑘𝑢 (𝑡) represents the change of user’s 𝑘th aspect preferences over time, which we use to capture
the sudden changes in user aspect preferences. 𝑏𝑘𝑖 (𝑡) represents the change of item’s 𝑘th aspect
properties over time, which we use to capture gradual changes in item aspect properties. 𝑝𝑘𝑢 and 𝑞𝑘𝑖
are 𝑓 -dimensional latent vectors for aspect 𝑘 . Here, for the convenience of calculation, we omit the
dynamic change of latent vector. The two biases 𝑏𝑘𝑖 (𝑡) and 𝑏𝑘𝑢 (𝑡) to item 𝑖 and user 𝑢 for aspect 𝑘
are calculated as follows:

𝑏𝑘
𝑖
(𝑡) = 𝑏𝑘

𝑖
+ 𝑏𝑘

𝑖,𝐵𝑖𝑛 (𝑡 ) (6)
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Fig. 10. Dividing bins based on equal intervals

𝑏𝑘
𝑢
(𝑡) = 𝑏𝑘

𝑢
+ 𝛼𝑘

𝑢
∗ 𝑑𝑒𝑣𝑢 (𝑡) + 𝑏𝑘𝑢,𝑡 (7)

The item’s aspect bias 𝑏𝑘𝑖 (𝑡) in Eq. (6) consists of a fixed part 𝑏𝑘
𝑖
and a dynamic change part

𝑏𝑘
𝑖,𝐵𝑖𝑛 (𝑡 ) , so as to capture linear variation. Similarly, in Eq. (7), for user’s aspect bias, 𝑏𝑘

𝑢
represents

a static feature vector for user 𝑢 and 𝛼𝑘
𝑢
∗ 𝑑𝑒𝑣𝑢 (𝑡) approximates a possible portion that changes

linearly over time. 𝑏𝑘
𝑢,𝑡

absorbs the local variability (capture sudden changes) in period 𝑡 .
We denote all these coefficients by \𝑠 = (`, 𝐵𝑢 (𝑡), 𝐵𝑖 (𝑡), 𝑃,𝑄), where 𝐵𝑢 (𝑡) indicates all parame-

ters about user 𝑢, 𝐵𝑖 (𝑡) indicates all parameters about item 𝑖 . 𝑃 and 𝑄 are latent vectors. Then we
use a logistic function 𝑜𝑘𝑢𝑖 (\𝑠 ) = 𝑔(𝑠𝑘𝑢𝑖 (\𝑠 )) to convert aspect ratings to {0,1}, where 1 is positive
(like) and 0 is negative (dislike). The function is defined as follows:

𝑔(𝑥) = 1
1 + 𝑒−𝑥 (8)

In particular, assuming that the training samples are generated independently, we use the maximiz-
ing log likelihood function method to estimate parameters \𝑠 .

𝑙𝑠 (S |\𝑠 ) =
∑
𝑢,𝑖,𝑘

(
𝑜𝑘𝑢𝑖 log

(
𝑜𝑘𝑢𝑖 (\𝑠 )

)
+ (1 − 𝑜𝑘𝑢𝑖 ) log

(
1 − 𝑜𝑘𝑢𝑖 (\𝑠 )

))
, (9)

where 𝑆 is the set of all aspect sentiments expressed by users in the training set.
Based on that, ASDP defines r𝑢,𝑖 ⊂ ℜ as user 𝑢’s overall satisfaction on item 𝑖 . ASDP estimates

the overall utility value as a linear combination of the individual sentiment utility values for all the
aspects in a review, as follows.

𝑒𝑢𝑖 (\ ) =
∑
𝑘⊂A

𝑠𝑘𝑢,𝑖 (\𝑠 ) ·
(
𝑧𝑘 +𝑤𝑘

𝑢 + 𝑣𝑘𝑖
)
, (10)

where 𝑧𝑘 is a general coefficient representing the relative importance of aspect 𝑘 ,𝑤𝑘
𝑢 is the impact

of user maturity on aspect 𝑘 , and 𝑣𝑘𝑖 represents the impact of item popularity on aspect 𝑘 . 𝑍,𝑊 ,𝑉

refer to all the parameters 𝑧𝑘 ,𝑤𝑘
𝑢 , 𝑣

𝑘
𝑖 . We also use a logistic function 𝑟𝑢𝑖 (\ ) = 𝑔(𝑒𝑢𝑖 (\ )) to convert

overall ratings to {0, 1}. We denote these new coefficients by \𝑟 = (𝑍,𝑊 ,𝑉 ) and the set of all
coefficients in the model by \ = (\𝑟 , \𝑠 ). Similarly, we use the maximizing log likelihood function
method to estimate parameters \ .

𝑙𝑟 (R |\ )=
∑
𝑢,𝑖

(𝑟𝑢𝑖 log (𝑟𝑢𝑖 (\ )) + (1 − 𝑟𝑢𝑖 ) log (1 − 𝑟𝑢𝑖 (\ ))) (11)

Finally, ASDP uses a parameter 𝛼 to combine the aspect rating part with the overall rating part.
Moreover, it also exlpoits regularization to avoid over-fitting, as follows.

𝑄 (\ ) = −𝛼𝑙𝑟 (R |\ ) − (1 − 𝛼)𝑙𝑠 (S |\𝑠 ) +
_𝑟

2
∥\𝑟 ∥2 +

_𝑠

2
∥\𝑠 ∥2, (12)
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where _𝑟 , _𝑠 are the regularization parameters. ASDP model can explore the changes in user
opinions from the perspective of aspects in combination with reviews.

It is worth noting that compared to KDD2017 [1], we are similar in the fitting part of the model.
However, the difference is that they only fit each aspect rating, ignoring the temporal dynamic
characteristics of aspect preferences. These dynamic characteristics such as gradual changes and
sudden changes are exactly what the ASDP model is trying to capture.

5.3 ASDP+: Based On Mutation Time Points
In ASDP model, the size of each bin (i.e., time interval) is fixed. However, the changes of users
sentiment are relatively complex in some time intervals, while in other time intervals, the changes
are relatively trivil. So it is unadvisable to treat them equally. Therefore, we propose the ASDP+
model to set the size of each time interval non-uniformly based on mutation time points.

time

user review timelines mutation time points

Fig. 11. Dividing bins based on mutation time point

Our basic idea is to find the mutation time points in overall ratings and aspect ratings, and then
divide the bins by the obtained mutation time points. In this way, we can set the size of each time
interval non-uniformly, as is shown in Fig. 11. Note that the mutation time points can be different
for different datasets.
The details of the bin segmentation algorithm is as shown in Algorithm 1. Lines 1-7 search the

mutation time points by setting a threshold value Y. Lines 8-16 divide the specific time intervals
according to the obtained mutation time points.

5.4 Model Fitting
We use Gradient descent to update parameters [50]. The difference between the real and the
predicted values of the overall rating is denoted as Δ𝑟

𝑢,𝑖 = 𝑟𝑢,𝑖 − 𝑟𝑢,𝑖 . Similarly, that of the aspect
rating is denoted as Δ𝑠

𝑢,𝑖,𝑘
= 𝑜𝑘𝑢𝑖 −

ˆ
𝑜𝑘
𝑢𝑖
. We use an indicator function to indicate whether user

𝑢 expresses an emotion for item 𝑖 in his review by 𝐼𝑘𝑢,𝑖 ← {0, 1}. Then we calculate the partial
derivative of Q(Loss function) by `𝑘 as follows:

𝜕𝑄

𝜕`𝑘

����
𝑢,𝑖

= −𝛼 · Δ𝑟u,i · (𝑧
𝑘 +𝑤𝑘

𝑢 + 𝑣𝑘𝑖 ) − (1 − 𝛼) · 𝐼
𝑘
𝑢,𝑖 · Δ

𝑠
u,i,k (13)
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Algorithm 1 Bin segmentation algorithm based on mutation time points
Input: The total number of weeks, 𝑛; The overall average ratings for each week, 𝑟𝑡 (𝑡 represents
the current week, from 1 to 𝑛);
Output: A set of divided bins, 𝐵𝑖𝑛𝑠 ;
1: /* Initialize a list 𝑇 to record the mutation time points, 𝐵𝑖𝑛𝑠 to save each bin, 𝑗 to represent the

index of the 𝑖th mutation time point. */
2: 𝑇 ← ∅, 𝐵𝑖𝑛𝑠 ← ∅, 𝑗 ← 1;
3: /* Compare the average rating difference between two adjacent weeks. */
4: for each 𝑡 ⊂ [1, 𝑛 − 1] do
5: /* If the difference is greater than a threshold Y , then we regard it as a mutation time point,

otherwise it is not. */
6: if |𝑟𝑡+1 − 𝑟𝑡 | >= Y then
7: 𝑇𝑗 ← 𝑡 , 𝑇 ← 𝑇 ∪𝑇𝑗 , 𝑗 ← 𝑗 + 1;
8: /* Divide the time bins by using mutation time point. */
9: 𝑙𝑒𝑛𝑡ℎ ← 𝑗 , 𝑗 ← 1;
10: for each 𝑇𝑗 ⊂ 𝑇 do
11: if 𝑗 = 1 then 𝐵𝑖𝑛 𝑗 ← [1,𝑇𝑗 ];
12: else if 𝑗 = 𝑙𝑒𝑛𝑡ℎ then 𝐵𝑖𝑛 𝑗 ← [𝑇𝑗 , 𝑛];
13: else
14: 𝐵𝑖𝑛 𝑗 ← [𝑇𝑗−1,𝑇𝑗 ];
15: 𝐵𝑖𝑛𝑠 ← 𝐵𝑖𝑛𝑠 ∪ 𝐵𝑖𝑛 𝑗 , 𝑗 ← 𝑗 + 1;
16: return 𝐵𝑖𝑛𝑠 ;

The result of Eq.(13) is denoted as −𝛿𝑘𝑢,𝑖 , then we compute the rest parameters of Q. We first fix the
parameter \𝑟 : (𝑍,𝑊 ,𝑉 ) and update \𝑠 : (`, 𝐵𝑢 (𝑡), 𝐵𝑖 (𝑡), 𝑃,𝑄), as follows.

𝑏𝑘𝑢 := 𝑏𝑘𝑢 + 𝛾 · (𝛿𝑘𝑢,𝑖 − _𝑠 · 𝑏𝑘𝑢 )
𝑏𝑘𝑖 := 𝑏𝑘𝑖 + 𝛾 · (𝛿𝑘𝑢,𝑖 − _𝑠 · 𝑏𝑘𝑖 )
𝑏𝑘𝑢,𝑡 := 𝑏𝑘𝑢,𝑡 + 𝛾 · (𝛿𝑘𝑢,𝑖 − _𝑠 · 𝑏𝑘𝑢,𝑡 )
𝑝𝑘𝑢 := 𝑝𝑘𝑢 + 𝛾 · (𝛿𝑘𝑢,𝑖 · 𝑞𝑘𝑖 − _𝑠 · 𝑝𝑘𝑢 )
𝑞𝑘𝑖 := 𝑞𝑘𝑖 + 𝛾 · (𝛿𝑘𝑢,𝑖 · 𝑝𝑘𝑢 − _𝑠 · 𝑞𝑘𝑖 )
𝛼𝑘𝑢 := 𝛼𝑘𝑢 + 𝛾1 · (𝛿𝑘𝑢,𝑖 · 𝑑𝑒𝑣𝑢 (𝑡) − _𝑠 · 𝛼𝑘𝑢 )

𝑏𝑘𝑖,𝐵𝑖𝑛 (𝑡 ) := 𝑏𝑘𝑖,𝐵𝑖𝑛 (𝑡 ) + 𝛾 · (𝛿𝑘𝑢,𝑖 − _𝑠 · 𝑏𝑘𝑖,𝐵𝑖𝑛 (𝑡 ) )

(14)

Then we fix parameter \𝑠 to update \𝑟 , as follows.

𝑧𝑘 := 𝑧𝑘 + 𝛾 · (𝛼 · Δ𝑟
u,i · 𝑠𝑘𝑢𝑖 (\𝑠 ) − _𝑟 · 𝑧𝑘 )

𝑤𝑘
𝑢 := 𝑤𝑘

𝑢 + 𝛾 · (𝛼 · Δ𝑟
u,i · 𝑠𝑘𝑢𝑖 (\𝑠 ) − _𝑟 ·𝑤𝑘

𝑢 )
𝑣𝑘𝑖 := 𝑣𝑘𝑖 + 𝛾 · (𝛼 · Δ𝑟

u,i · 𝑠𝑘𝑢𝑖 (\𝑠 ) − _𝑟 · 𝑣𝑘𝑖 )
(15)

Iteratively, update \𝑠 and \𝑟 , until it is convergent.

5.5 Aspect Impact
In this subsection, we apply the model trained in Section 5.4 to determine the aspect impact, which
indicates the aspect importance.
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We measure the importance of an aspect by its weight in the regression model in Eq.(10). That
is, for a user 𝑢 with item 𝑖 , we first calculate the dynamic sentiment utility values 𝑠𝑘𝑢𝑖 (𝑡) for each
aspect 𝑘 ∈ A. Next, we calculate the impact of each aspect 𝑘 on the overall predicted level of 𝑢’
satisfaction with 𝑖 , as follows.

𝑖𝑚𝑝𝑎𝑐𝑡𝑘𝑢𝑖 = 𝑠𝑘𝑢𝑖 (𝑡) ·
(
𝑧𝑘 +𝑤𝑘

𝑢 + 𝑣𝑘𝑖
)

(16)

where 𝑠𝑘𝑢𝑖 (𝑡) is the predicted sentiment utility value, 𝑧𝑘 is a general coefficient representing the
relative importance of aspect 𝑘 ,𝑤𝑘

𝑢 is the impact of user maturity on aspect 𝑘 , and 𝑣𝑘𝑖 represents
the impact of item popularity on aspect 𝑘 .

6 EXPERIMENTS
In this section, we conduct extensive experiments on three real-world datasets to validate the
performance of our work. We first introduce four baseline methods. Then, we deeply test and
analyze our model components and their effects. Finally, we study the dynamic changes in aspect
impacts for different user maturity and item popularity.

6.1 Baselines and Evaluation Metrics
We compare our model with four baseline methods.

(1) Learning to Rank User Preferences Based on Phrase-Level Sentiment Analysis Across Multiple
Categories (LRPPM) [3], which models user preference on explicit features extracted from
textual reviews, and is able to capture the implicit feed-backs in a direct way that promotes
the accuracy. We download the LRPPM system from the authors’ website.

(2) Sentiment Utility Logistic Model (SULM) [1], which only considers aspect features extracted
from user reviews. SULM uses aspect sentiment to predict the overall sentiment. But it does
not take into account the time factor.

(3) The TimeSVD model, which is a simplified model of TimeSVD++ [17], as explained in Section
3.4. It captures the temporal dynamics of user preferences by dividing the data into T bins
equally, but it ignores the comment text information.

(4) TimeSVD+ model, which is an extended model of TimeSVD. It uses a bin segmentation
algorithm that we proposed in Section 5.3. It can dynamically set the size of each time
intervals according to the specific dataset.

We evaluate these models via the performance of sentiment prediction. Since this is a binary
classification problem, so we use four common metrics to evaluate the performance: Precision(Pre),
Recall(Rec), F1, AUC. The larger value indicates the better performance. The parameters of all
comparison models are individually tuned.

6.2 Parameter Sensitivity
There are five important parameters in our model: 1) the number of dimensions for latent factors 𝑓 ;
2) the parameter _𝑠 , which is the regularization coefficient of the the aspect rating; 3) the parameter
_𝑟 , which is the regularization coefficient of the the overall rating; 4) the parameter 𝛼 , which
balances the two parts of aspect rating and the overall rating; and 5) the parameter Y, which controls
the size of each time interval. We set their default values to be: 𝑓 = 5, _𝑠 = 0.05, _𝑟 = 0.005, 𝛼 = 0.6,
Y ={0.03, 0.05, 0.06}. Without loss of generality, we only show the results on Precision and AUC due
to the page limitation.

The effects of parameter 𝑓 . We set _𝑠 , _𝑟 , 𝛼 and Y as the default values and change the values
of 𝑓 in {5, 10, 15, 20, 25}, The results are shown in Fig. 12. It shows that the Precision and the AUC
of ASDP are relatively stable for different values of 𝑓 . It indicates that our method is insensitive to
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different dimensions. Note that existing models with latent factors usually tend to perform better
as the dimension increases. From this point, we can say that our model is scaled on dimensions (i.e.,
the complexity keeps stable when the dimensions increase). The reason may be that each aspect
only includes a limited number of dimensions.
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Fig. 12. Performance by varying number of latent factors 𝑓 .

The effects of parameter _𝑠 .We set 𝑓 , _𝑟 , 𝛼 and Y as the default values and change the value
of _𝑠 in {0.005, 0.05, 0.1, 0.5}. The results are shown in Fig. 13. We find that the performance is also
quite stable. Meanwhile, when _𝑠 = 0.05, our model ASDP achieves the best performance on both
Precision and AUC, in all the three datasets. It may also benefit from the limited number of topics
in each review text.
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Fig. 13. Performance by varying the regularization coefficient of the aspect rating _𝑠

The effects of parameter _𝑟 .We set 𝑓 , _𝑠 , 𝛼 and Y as the default values and change the value of
_𝑟 in {0.005, 0.05, 0.1, 0.5}. The results are shown in Fig. 14. We find that the performance decreases
a little with the increase of 𝑙𝑎𝑚𝑑𝑎𝑟 , indicating that the regularization coefficient of the overall
rating cannot be too big. Meanwhile, when _𝑟 = 0.005, ASDP achieves the best performance.

The effects of parameter 𝛼 .We set 𝑓 , _𝑠 , _𝑟 and Y as the default values and change the value
of 𝛼 in {0.5, 0.6, 0.7, 0.8}. The results are shown in Fig. 15. We find that the performance is basically
stable. Meanwhile, when 𝛼 = 0.6, ASDP achieves the best performance. It indicates that for rating
prediction task, the overall rating takes more effect.

The effects of parameter Y.We set 𝑓 , _𝑠 , _𝑟 and 𝛼 as the default value. Through a large number
of experiments, we find that the performance reaches the best when Y = {0.03, 0.05, 0.06} for three
datasets, respectively. The details are as shown in Table 6.

ACM Trans. Knowl. Discov. Data., Vol. 1, No. 1, Article 1. Publication date: December 2020.



1:22 Peike Xia, Wenjun Jiang, Jie Wu, Surong Xiao, and Guojun Wang

0.005 0.05 0.1 0.5

0.70

0.72

0.74

0.76

0.78

0.80

0.82

P
re

ci
si

o
n

λ_r

 Beeradvocate  Ratebeer  Amazon Book

0.005 0.05 0.1 0.5

0.62

0.64

0.66

0.68

0.70

0.72

0.74

0.76

0.78

A
U

C

λ_r

 Beeradvocate  Ratebeer  Amazon Book

Fig. 14. Performance by varying the regularization coefficient of the overall rating _𝑟
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Fig. 15. Performance by varying parameter 𝛼

Table 6. The setting of parameter Y in three datasets.

Dateset Y Bins Mutation time points

Amazon_Book 0.03 5 [2012-04, 2012-17, 2012-36, 2012-41]
Beeradvocate 0.05 6 [2009-47, 2010-25, 2010-51, 2011-10, 2011-20]
Ratebeer 0.06 6 [2010-09, 2010-24, 2010-44, 2011-15, 2011-50]

6.3 Comparative Studies
In this subsection, we compare our model with all baseline methods. For our method, we set 𝑓 =5,
the balance parameter _𝑠 is set to be 0.05, _𝑟 is set to be 0.005, 𝛼 is set to be 0.6, Y is set to be {0.03,
0.05, 0.06} rspectively for each dataset, and other parameters are fit with gradient descent. The
numerical results on all of the benchmark data sets are displayed in Table 7.

Overall Performance. We can see that ASDP+, which incorporates temporal dynamics and
reviews information, achieves the best performance on most cases in terms of both F1 score and
AUC. The only exception is the Precision of the TimeSVD+ on Amazon-Book and Beeradavocate
datasets. The reason may be that TimeSVD directly predicts the overall ratings, so it achieves better
performance on Precision. The results validate the effectiveness of the proposed model. We conduct
detailed analysis as follows.

Comparisonwith the basicmodels that only consider review text.We compare ourmodels
ASDP and ASDP+ with LRPPM and SULM, which ignore temporal dynamics imformation. We
can see that our model ASDP+ achieves significant improvements on all the four metrics. We use
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Table 7. Performance comparison on the rating prediction task.

Model Amazon-Book Beeradvocate Ratebeer
Pre Rec F1 AUC Pre Rec F1 AUC Pre Rec F1 AUC

LRPPM 0.811 0.941 0.871 0.596 0.695 0.522 0.596 0.647 0.712 0.679 0.695 0.651
SULM 0.814 0.939 0.872 0.60 0.707 0.857 0.775 0.65 0.774 0.852 0.811 0.763
TimeSVD 0.825 0.786 0.805 0.588 0.725 0.503 0.594 0.588 0.762 0.341 0.471 0.579
TimeSVD+ 0.83 0.783 0.806 0.594 0.733 0.527 0.613 0.612 0.776 0.341 0.474 0.643
ASDP 0.82 0.945 0.878 0.618 0.712 0.875 0.785 0.653 0.763 0.868 0.812 0.743
ASDP+ 0.823 0.962 0.887 0.623 0.719 0.879 0.791 0.664 0.778 0.853 0.814 0.768

the Beeradvocate dataset as an example to show the improvements. ASDP+ achieves 0.791 on F1,
which is 1.6% higher than that of SULM and 19.5% higher than that of LRPPM. Meanwhile, for
the performance on AUC, ASDP+ is 1.4% higher than that of SULM and 1.7% higher than that
of LRPPM. It indicates that the time feature is an indispensable feature for the recommendation
system, and it plays an important role in improving the accuracy of model.

Comparison with the basic models that only consider time factor.We compare our model
ASDP+ with the TimeSVD+ model, which ignores review text information. It can be seen that
although ASDP+ is slightly lower than TimeSVD+ on Precision for Amazon-Book and Beeradvocate
datasets, it shows much better performance on the overall metrics of F1 and AUC. From Table
7, we can see that ASDP+ achieves significant improvements in all three datasets. Compare with
TimeSVD+, it improves F1 score by 8.1%, 17.8%, and 34% and improves AUC by 2.9%, 5.2%, and
12.5%, respectively. This may be because that, TimeSVD+ directly predicts the overall ratings, so it
achieves better performance on Precision. However, it ignores the review text information, and
thus cannot capture user’s sentiment well; so the performance on F1 and AUC are not so good. The
findings validate the importance of review text information.

The performance of bin segmentation algorithm based onmutation time point.We also
compare the TimeSVD and TimeSVD+ models, as well as the ASDP and ASDP+ models to verify
the effectiveness of our proposed bin segmentation algorithm. It can be seen from Table 7 that,
TimeSVD+ and ASDP+ perform better than TimeSVD and ASDP on both the F1 and AUC for all
datasets. It indicates that setting the time intervals non-uniformly based on the sudden changes is
better than directly fixing the bin size. It also validates the effectiveness of our bin segmentation
algorithm.
In summary, our models ASDP and ASDP+ which incorporate temporal dynamics and reviews

information achieve better performance on three real datasets. It validates the effectiveness of our
work. It also verifies that temporal dynamics and reviews information are very important for the
recommendation system. Meanwhile, the experimental results also validate the effectiveness of our
proposed bin segmentation algorithm.

6.4 Analysis of user opinion evolution.
In this section, we analyze the effects of user maturity and item popularity on themodel performance.
Then we analyze opinion evolution for different user groups. Finally, we analyze opinion evolution
for individual user.

The effects of usermaturity and itempopularity. To check the effectiveness of user maturity
and item popularity, we compare our model with several baseline methods, as shown in Table 8.
Among them, ASDP(None) refers to ASDP that does not consider neither user maturity nor item
popularity. ASDP(User) refers to ASDP that only considers user maturity but does not consider item
popularity. ASDP (Item) refers to ASDP that only considers item popularity but does not consider
user maturity. The same setting also applies for ASDP+. We can see that both ASDP model and
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ASDP + model achieve the best performance on F1 and AUC after considering user maturity and
item popularity.

Table 8. The effects of user maturity and item popularity.

Model Amazon-Book Beeradvocate Ratebeer
Pre Rec F1 AUC Pre Rec F1 AUC Pre Rec F1 AUC

ASDP(None) 0.752 0.975 0.849 0.562 0.705 0.860 0.775 0.612 0.741 0.828 0.782 0.730
ASDP(User) 0.789 0.947 0.861 0.582 0.693 0.889 0.779 0.638 0.748 0.839 0.791 0.733
ASDP(Item) 0.758 0.970 0.851 0.565 0.690 0.846 0.760 0.642 0.745 0.839 0.789 0.722
ASDP 0.82 0.945 0.878 0.618 0.712 0.875 0.785 0.653 0.763 0.868 0.812 0.743
ASDP+(None) 0.787 0.950 0.861 0.569 0.687 0.858 0.763 0.647 0.749 0.854 0.798 0.622
ASDP+(User) 0.801 0.981 0.882 0.597 0.695 0.902 0.785 0.624 0.752 0.864 0.804 0.754
ASDP+(Item) 0.806 0.964 0.878 0.572 0.744 0.820 0.780 0.652 0.751 0.856 0.800 0.760
ASDP+ 0.823 0.962 0.887 0.623 0.719 0.879 0.791 0.664 0.778 0.853 0.814 0.768

We take the ASDP model on the Ratebeer dataset as an example for analysis. It can be seen that
among all the four models, i.e., ASDP(None), ASDP(user), ASDP(item), and ASDP, the ASDP model
achieves the best performance on F1 and AUC. ASDP(User) performs the second better; the third is
ASDP(Item), and ASDP(None) performs the worst. It indicates that considering user maturity and
item popularity helps to improve the performance. Meanwhile, user maturity takes more effects.
ASDP(User) achieves 0.9% and 0.3% higher than ASDP(None). ASDP(Item) achieves 0.7% higher
than ASDP(None) on F1, but 0.8% lower than ASDP(None). ASDP achieves 3%, 1.3% higher than
ASDP(None) on F1 and AUC, respectively. Performance distribution is similar on ASDP+.

In a word, the two factors of user maturity and item popularity can help improve the performance.
Analysis of opinion evolution for different user groups.We analyze the dynamic changes

in aspect impacts for different user groups. It can help us better understand the evolution of user
opinions. Fig. 16 displays the results in the Beeradvocate dataset. Fig. 16(a) shows the dynamic
changes in aspect impacts for different user maturities. Recall that, “𝑅𝑢 < 50” represents a group
of users who post less than 50 reviews. In general, the more reviews a user writes, the more
experienced he is. As is shown in Fig. 16(a), with the improvement of user experience, the user’s
aspect preferences are also changing over time. For the beer products, the user’s preferences for
“taste" and “aroma" aspects are getting higher, and that for the “appearance" and “palate" aspects are
getting lower. This finding is consistent with real life: for a user, as he drinks more beer, he tends
to pay more attention to the “taste" and “aroma" aspects and pay less attention to the “appearance"
and “palate" aspects of the beer.
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(a) Aspect impact for different user maturity.
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Fig. 16. Changes in aspect impacts for Beeradvocate dataset.
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Fig. 16(b) shows the dynamic changes in aspect impacts for different item popularities. Recall
that “𝑅𝑖 < 30” represents a group of items that receive less than 30 reviews. In general, the more
reviews an item has, the more popular it is. It can be seen that for “cold" items (i.e., “𝑅𝑖 < 30”), the
“appearance" and “taste" aspect properties gain a larger impact. However, with the increase of item
popularity, the impact caused by “appearance" aspect is on the decline, and the “taste" and “aroma"
aspect impacts gain a big improvement. The reason may be that most users tend to be attracted
by the appearance when they buy “cold" commodities. But when they buy popular commodities,
they often will be attracted by the taste. This also explains why most people like popular items
(as shown in Section 4.1), that is, the aspect properties of popular items are more in line with user
preferences.

Analysis of opinion evolution for individual users. In order to analyze the evolution of
user opinions more deeply, we also explore how individual user aspect preferences change with his
maturity. Taking Beeradvocate as an example for analysis, we divide the data into four subsets in
chronological order, which are denoted as Q1-Q4, and each subset contains half a year’s records, as
can be seen in Fig. 17(a). We can see that more and more high-maturity users have emerged over
time. Then we extract users with improving maturity in each subset (that is, the users posted more
reviews in a bin than in a former bin, i.e., 𝑅𝑢 (𝑄1) < 𝑅𝑢 (𝑄2) < 𝑅𝑢 (𝑄3) < 𝑅𝑢 (𝑄4)). We regard these
users as an integrated whole, and analyze his aspect preferences by taking the average value of
aspect impact, as shown in Fig. 17(b). We can see that as the user’s maturity increases, his aspect
preferences are also changing over time. For the beer products, the user’s preferences for ¡°taste¡±
and ¡°aroma¡± aspects are getting higher, and that for the ¡°appearance¡± aspects is getting lower,
which is also consistent with the results of our previous analysis. It also proves that our model can
effectively capture the evolution of user opinions.
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Fig. 17. Analysis of opinion evolution for individual users.Through the above analysis, we can say that considering user maturity and item popularity
helps to improve the performance. Moreover, it validates that our model can effectively capture the
dynamic changes of user opinions.

6.5 Summary of Experiments
We conduct extensive experiments to validate the performance of our work, and check the effects
of model components. In summary, we gain the following findings:
(1) Our models ASDP and ASDP+, considering dynamic changes in aspect preferences, achieve

significant improvements in the accuracy for the rating prediction task.
(2) The proposed bin segmentation algorithm achieves better performance by setting the time

interval non-uniformly based on the sudden changes.
(3) The two concepts of user maturity and item popularity help to improve the performance,

because they can capture the dynamic changes in aspect preferences.
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7 CONCLUSION
In this paper, we deeply study the evolution of fine-grained user opinions in product reviews
and explore it to improve personalized recommendation. To be specific, we define two concepts
of user maturity and item popularity, to measure the fine-grained evolution of users and items,
respectively. Next, we analyze three real datasets from both the overall-level and the aspect-
level, and explore the dynamic changes (i.e., gradual changes and sudden changes) in user aspect
preferences and item aspect properties. Then we propose a novel model called Aspect-based
Sentiment Dynamic Prediction Model (ASDP), to dynamically capture the change patterns of user
aspect preferences and item aspect properties and to boost the performance of recommendation by
mining review information and time factor. We also propose the improved ASDP+ model with a
bin segmentation algorithm to set the time intervals non-uniformly based on the sudden changes.
Extensive experiments validate the effectiveness of our work. In future work, we are interested in
studying what causes users’ opinions to change.
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