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Abstract—The efficiency of sensor networks depends on the Basically, the movement-assisted sensor deployment deals
coverage of the monitoring area. Although in general a sufficient with moving sensors from an initial unbalanced state to

number of sensors are used to ensure a certain degree ofy pajanced state. Therefore, various optimization problems
redundancy in coverage so that sensors can rotate between active

and sleep modes, a good sensor deployment is still necessar;gan be d_ef'”e‘?' to minimize different parameters, 'ndUd_mg
to balance the workload of sensors. In a sensor network with total moving distance, total number of moves, communica-
locomotion facilities, sensors can move around to self-deploy. tion/computation cost, and convergence rate.

The movfement-as_sui_teld sebnTor dgplc;yrt'ne?t dez'sl wuthdmctwtmg Recently, movement-assisted sensor deployment has re-
sensors from an initial unbalanced state to a balanced state. _ . . . :

Therefore, various optimization problems can be defined to ceived conS|derab.Ie attention. Sqme extended VIm.JaI force
minimize different parameters, including total moving distance, Methods, such as in [5] and [6] which are based on disk pack-
total number of moves, communication/computation cost, and ing theory [7] and the virtual force field concept from robotics
convergence rate. In this paper, we propose a Scan-based[3], are proposed. These methods simulate the attractive and
Movement-Aszlséc_ad sensoR d?]ploym(tanT rp]gathod (\bSl\flARsz thtatt repulsive force between particles. Sensors in a relatively dense
uses scan and dimension exchange to achieve a balanced state, . . : ; ;
SMART also addresses a unique problem calledommunication ereg|on will explode slowly according .to each chers repulsive
holesin sensor networks. Using the concept of load balancing, force and head toward a sparse region. In this way, the whole
SMART achieves good performance especially when applied to monitoring area can achieve an even distribution of sensors.
uneven distribution sensor networks, and can be a complement However, these methods may have a long deployment time
to the existing sensor deployment methods. Extensive simulation gince sensors move independently and they may even fail if

has been done to verily the effectiveness of the proposed SChemeaII the sensors can achieve force balance but not load balance.

Index T Di : h load bal If we partition the monitoring area into many small regions,
ndex Terms— Dimension exchange, load balance, scan, sensor : ; :
coverage, sensor deployment. and use the number of sensors in a region as its load, the

sensor deployment problem can be viewed as a load balance
problem in traditional parallel processing, where each region

corresponds to a processor and the number of sensors in a
Wireless sensor networks (WSNs) [1], [2] combine procesgegion corresponds to the load. The sensor deployment resem-

ing, sensing, and communications to form a distributed syst@jles the traditional load balance issue in parallel processing
capable of self-organizing, self-regulating, and self-repairingjth several key differences:

The application of WSNs ranges from environmental mon- ) L . .

itoring, to surveillance, to coordinated target detection. The* lefe_rent (_)bjecnvesln traditional load balancing, total .
efficiency of a sensor network depends on the coverage of the moving distance rather than the number of moves is
monitoring area. Although, in general, a sufficient number of 'mpo”aﬁ“’ whergas in sensor networks, thg number of
sensors are used to ensure a certain degree of redundancy in moves is also |mportant because of relatively heavy
coverage so that sensors can rotate between active and sIeeper,1ergy COhSUIT!ptIOI"I to start or stpp amove..

modes, a good sensor deployment is still necessary to balanct Different t_echnlcal |ssues(_)ne_ unique 1Ssue in sensor
the workload of sensors. networks is the communication hole (or simply hole)

Typically, after an initial random deployment of sensors problem where SOme regions c_)f the netwo.rk have no
in the sensor field, two methods can be used to enhance deployed sensors. Slnce_ Fhere is no centralized control,
the coverageincremental sensor deploymead movement- the network can be part'ltloned. Therefore, thg network
assisted sensor deploymeiicremental self-deployment [3] needs to be connected first before load balancing.
incrementally deploys additional sensors, usually one-at-a-In general, load balancing can be either global or local. The
time, with each node using data gathered from previoudhple problem excludes the possibility of the global approach
deployed nodes to determine its optimal location. Movementnless a special preprocessing is used to connect the network.
assisted sensor deployment [4], on the other hand, useMast existing local solutions can ignore the hole problem
potential-field-based approach to move existing sensors thyough iterative exchanges of load between neighbors. These
treating sensors as virtual particles, subject to virtual forcamethods in general are slow to converge and incur a significant
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number of moves (in addition to the longer moving distancegxample, locations of sensors can be determined by using
In this paper, we propose a method using 2-dimensional @nsors themselves as landmarks [12].
D) scan called Scan-based Movement-Assisted sensoR deployFhe contributions of this paper are as follows:

menT method (SMART). A typical scan operation [8] involves 1) We systematically discuss the similarity and difference

a binary operators and an ordered setwo, ws, ..., wn—1] between the traditional load balancing in parallel pro-
where eachw; represents the number of sensors in a re-  cessing and movement-assisted sensor deployment in
gion, and returns the ordered deto, (wo ® wy), ..., (wo & sensor networks.

w1, ..., Bw,)|. In this paper, we consider only integer ad- 2) We propose a new hybrid approach called SMART that
dition and boolean AND operations for scan. Using integer  combines some desirable features of both local and
addition, the scan operation will return partial and total sum global approaches while it overcomes their drawbacks.
of the number of sensors. Since each region positionsand 3) We identify a unique technical problem called commu-
are known, average load information can be easily calculated nication hole and provide solutions to it.
and distributed as can be the overload/underload situation of1) We systematically study different trade-offs among var-
each ordered subset corresponding to a prefix of the ordered jous contradictory goals.
set. 5) We conduct extensive simulations and compare results
In SMART, a given rectangular sensor field is first par-  with several existing local movement-assisted sensor
titioned into a 2-D mesh through clustering. Each cluster  deployment methods.
corresponds to a square region and has a clusterhead which igmong various measures, we will primarily use the amounts
in charge of bookkeeping and communication with adjaceg} cost and delay as measures of all schemes for achieving
clusterheads. Clustering is a widely used approach in sengopajanced state. The cost consists of three components: the
networks for its support for design simplification. In fact, it iSnechanical movement of each sensor, computation of each
shown in [9] that clustering is the most efficient for sensQfansor, and the electronic communication of each sensor.
network W_here data is continuous_ly transmitted. A hybrighe cost of mechanical movement can be measured by the
approach is used for load balancing, where the 2-D megfimper of moves and the total moving distance. The electronic
is partitioned into 1-D arrays by row and by column. TWQommunication depends on both the number of transmissions
scans are used in sequence: one for all rows, followed by theq the size of message in each transmission. Computation is

other for all columns. Within each row and column, the scajlnerally minor unless a sophisticated computation process is
operation is used to calculate the average load and then,tQ.q at each sensor.

determine the amount of overload and underload in clusterspe following assumptions are used in this paper: (1)

Load is shifted from overloaded clusters to underloaded clysacp sensor has position information and has uniform sensing

ters in an optima}l way to achieve a balanced state. By optimalnge , and two transmission ranges (for intra-cluster

we mean the minimum number of moves and minimum totgbmmunication) and (for inter-cluster communication). (2)

moving distance. By a balanced state, we refer to a state Withe sensor network is sufficiently dense. SuppGsg., is

the maximum cluster size (the number of sensors in a clustg{y minimum number of sensors needed to cover the sensor

and the minimum cluster size being different by at most il’nonitoring area, the number of sensors k€., for a

Using this 2-dimensional scan without global informatioq,e|ative|y smallk such thatt > 1.

each sensor moves at most twice, although it may not berhe remainder of the paper is organized as follows: Section

globally optimal in terms of total moving distance in 2-D; reviews some existing methods on movement-assisted sensor

meshes. o _ deployment and related load balance approaches in parallel
The communication holeproblem in a 2-D mesh corre- processing. Section 3 proposes the basic ideas behind SMART.

sponds to a cluster with a cluster size of zero. Clearly, tfigme technical details of SMART, including the hole issue,

scan approach cannot be used in a row or column with holgge discussed in Section 4. Simulation results are presented in

since clusterheads separated by one or more holes can§i@tiion 5, and the paper concludes in Section 6.
communicate with each other to perform a scan operation. In

the extreme case, the 2-D mesh may be disconnected as shown Il. PRELIMINARIES

in Figure 1, where the number in each circle corresponds to,

. . . We first review some related work on load balance in
the cluster size, and sensors in each cluster can communicate

. . . . allel processing, followed by an overview of existing work
with sensors in adjacent clusters other than sensors in A P 9 y 9

same cluster. In Figure 1, the network is partitioned into wd! movement-assisted sensor deployment.

components. Our solution to the hole issue is based on planting ) .

a “seed” from a non-empty cluster to an adjacent empfyr Load balance in multiprocessor systems

cluster. Various solutions are proposed in such a way thatExtensive work has been done in the parallel processing
this seed-planting process (also called pre-processing) cancbenmunity on load balancing. In general, load balance al-
easily integrated with the normal 2-D scan process to achieyerithms can be classified as local (such as iterative nearest
a good balance of various objectives. The network can useighbor exchanging [13], [14]) and global (such as direct
some newly developed location services [10], [11] to estimateapping [15], [16]). The global approach relies on global in-
the locations of sensors; thus no GPS service is requiredf@mation which is usually not scalable. Local algorithms can
each sensor and the corresponding overhead is avoided. B®wreither deterministic or stochastic. Diffusion and dimension



virtual force method has been derived from the potential
field method. The virtual force method assumes repulsive and
attractive forces between every pair of sensors and these forces
will lead sensors to move to balanced positions. Most existing
movement-assisted sensor deployment protocols also rely on
the notion of virtual force to move existing sensors from an
initial unbalanced state to a balanced state. These protocols
are similar to nearest neighbor exchanging in load balancing.
Fig. 1. A sample clustered sensor network that corresponds to a 2-D meSgNSOrs are involved in a sequence of computation (for a new
position) and movement.

exchange are two widely used local deterministic methods. . .

Both algorithms are iterative and are based on nearest neigh (Jln [6], Zou anc_i Chakrabarty proposed a (_:entrallzed V'm.JaI
exchange. Once all nodes complete one iteration, it is callef)éce _based m(_)blle sensor de_ployment aIgo_nthm (VFA)' which
sweep Although no information on load distribution is neede ombines the idea of potential field and disk packing [7]. In

in local methods, iterative methods incur a significant numb Eﬁ tnfrr]e 'Stﬁ powerful cIustﬁrh(tead, which W.'tl.l com;rlunligte
of rounds (moves in sensor networks). with all the other sensors, collect sensor position information,

In the diffusion method, the balancing procedure is divide Iculate forces and desired position for each sensor. In VFA,

into a sequence of synchronous steps. At each step, each A Sed|stance between two adjacent nodes when all nodes are

i interacts and exchanges load with all its neighborsi). evenly_ distributed is defined as a threshold to distinguish
attractive or repulsive force between two nodes. The force

iﬁ;cj;:.ally, the foadu;, is changed based on the fOIIOngbetween two nodes is zero if their distance is equal to the

' threshold, attractive if less than and repulsive if greater than.
The total force on a node is the sum of all the forces given by
other sensors together with obstacles and preferential coverage
whereq; ; is the diffusion parameter which decides the portiofy the area. The clusterhead executes VFA and directs each
of the excess load to be diffused between nodesd;. Ina 2-  sensor's movement. VFA has the drawbacks of centralized
D mesh, each interior node at posititinj) has four neighbors a|gorithms, single point failure, bottleneck of processing, and
at positions(i—1, j), (i,j—1), (,j+1), and(i+1, j). Xuand |ess scalability.
Lau [17] proved that the optimal uniform diffusion parameter
that leads to the fastest convergence for 2-D meshes is 1/4. )

In the dimension exchange method, the edges of the graph" [5l, Wang, Cao, and La Porta developed a novel dis-
are colored such that no two adjacent edges have the sdffted self-deployment protocol for mobile sensors. They
color. A “dimension” is then defined as a collection of edgdésed Voronoi diagrams [21] to find coverage holes in the
with the same color. In Figure 1, all edges are grouped in§NSOr network, and proposed three algorlthms to gwd_e sensor
four dimensions. Edges with labél) belong to dimension Movement toward the coverage hole. The first one is VEC
i (i = 1,2,3,4). At each iteration, one particular color(Vector-based), which uses the virtual force method. Unllkg
(dimension) is considered and every two adjacent nodesd VFA, each sensor calculates only the force of its Voronoi

j connected by an edge with the selected color exchange tH¥§#9hPors to itself, and determines the movement. The second
load as follows: one is VOR (Voronoi-based). Each sensor detects the existence

of coverage holes and will move toward its farthest Voronoi
w; = (1 = Nw; + Aw vertex. VOR is a greedy algorithm which tries to fix the

where) is the exchange rate. Again, Xu and Lau [17] showelar%?St tfrl]qlg but mi% cause tlhra'f/lhlr_lg, which could behav0|ded
that the optimal uniform exchange rate k; x 2k, 2-D In the third one, Minimax. In Minimax, a Sensor cnooses

meshes (where both row and column numbers are even)'tic’ﬁ target_ position as the point |n5|de_the Vor9n0| _p_olygon
h o whose distance to the farthest Voronoi vertex is minimized.
5y W erek = max{2ky, 2k2}.

1
Ltsin(m/k When constructing the Voronoi polygon, each sensor only
. communicates with sensors within its communication range.
B. Movement-assisted sensor deployment When applied to randomly deployed sensors, these algorithms
Sensor placement issue has been researched recently [@&h provide high coverage within a short time and limited
[19], [20]. Random placement of sensors may not satisfy tineoving distance. If the initial distribution of the sensors is
deployment requirement due to the hostile deployment enextremely uneven, disconnection may occur, thus, the Voronoi
ronment. Two methods can be used to enhance the coverggdygon constructed may not be accurate enough, which
incremental sensor deploymesmid movement-assisted sensoresults in more moves and larger moving distance. They
deployment adopted the optimization of random scattering of some sensors
In incremental sensor deployment [3], nodes are deploy&lcover holes. The termination condition of their algorithms
one by one, using the location information of previouslis coverage. Therefore, when sensor number is much larger
deployed nodes to deploy the current one. This algorithm tisan necessary, which is usual for scheduling/rotation, the
not scalable and computationally expensive. Recently, somgorithms will terminate with an unbalanced distribution.

w; = Wy + E O(,'J(U)j — wi)
j€adj(i)



TABLE |

112|3 13 212|12(2|2]|2 10/10|10|10|10|10
2122/ 3] 7|56/ 18 181818/ 18| 18] 18 10/10/10110]10] 10 THE SCAN PROCESS ON THE THIRD COLUMN OFIGURE 2.
41121 2|30| 1| 5 91919| 9| 9|9 10/10|10|10|10|10 [i“l[2[3[4[5[6]
3|7|2|1]2|3 3/3|3|3|3|3 10{10|10|10|10|10 w1412 2130 15
1| 5(19| 3|21| 77 21|21| 21| 21| 21|21 10/10|10|10|10|10 v; 4| 16| 18 | 48 | 49 | 54
6|7[10/10] 4| 5 71717 7] 7] 7 10{10(10{10|10{10 vi || 9] 18] 27| 36|45 54
@ (b) (0
Fig. 2. An ideal case for SMART. If a sensor does not support two transmission rangesan

be used for intra-cluster communication. Note that a certain
degree of redundancy is desirable since sensors are prone to
l1l. SMART failure due to the surrounding physical conditions. In this case,

This section introduces some basic ideas behind SMART, and can ,be setto a larger value to ensure a relatively
including two important mechanisms used: clustering antign connectivity in the cluster graph. o
scan. The optimality of 1-D scan is proved. The use of 1- Since clusterheads are in charge of communication and

D scan as a building block for constructing a solution for 2-§omputation, they will consume more energy than non-
scan is presented. clusterheads. Generally, the role of clusterhead should rotate

among all the nodes in the cluster to achieve balanced energy
o consumption and to prolong the life span of each individual
A. Basic ideas node. In [22], clusterheads are periodically selected according

In SMART, a hybrid of local and global approach igdo a hybrid of their residual energy and a secondary parameter,
adopted. The sensor network is partitioned intorarx n  such as node proximity to its neighbors or node degree. We
2-D mesh of clusters (although the method can be easiige a similar method to elect clusterheads. When a clusterhead
extended to the generalx m 2-D mesh). Each cluster covershas served a period of time, the energy consumption will lower
a small square area, and is controlled by a clusterhead. Ttgepriority and a new clusterhead will begin to work either by
role of each clusterhead can be rotated within the clustéesignation or by election procedure. Non-clusterheads only
Each clusterhead, in charge of communication with adjaceted to report their own position and energy to clusterheads
clusters, knows the following information: (1) its cluster'sising transmission rangg, while clusterheads will commu-
position, i, in the 2-D mesh and (2) the number of sensorgjcate with neighboring clusters, take over the information of
w;, in the cluster. sensors in its cluster, and direct the movement of sensors.

Two rounds of balancing are used with one for each
dimension, first row, then column. As shown in Figure 2, aft
the first round, all rows are balanced in (b); after the second ) o
round, all columns are balanced, as is the whole area. Althougr-onsider the 1-D array of clusters where cluster id is
balancing within a row or column can be done either locallPelled following the sequence in the linear line. Again,
such as iterative nearest neighbor interaction or globally sugfnoteéw; as the number of sensors in clusterLet v; be

as direct mapping, SMART relies on an extended scan meth& prefi7>l< sum of the first clusters, i.e.o; = 325 wj.
v, = )i, wj is the total sum. Clearlyw = v,/n is the

) average number of sensors in a balanced statevandiw
B. Clustering is the prefix sum in the balanced state. Note &t a real
Assuming each sensor node knows its position (througlumber which should be rounded to an integ@t| or [w].
GPS or non-GPS localization methods), then it knows ite a balanced statew; — w;| < 1 for any two clusters in the
cluster id, i. Sensors in the same cluster elect a uniqueetwork.
clusterhead through an election process based on a pre-definethe scan algorithm works from one end of the array to
priority. The priority can be based either on a static propergnother (first scan) and then from the other end back to the
such as node id or node position (e.g., the closest sensoinitial end (second scan). The direction of the first sweep is
the upper-left corner of the square), or on a dynamic propeuslledpositive(with increasing order of cluster id) and that of
such as node energy level or node degree. the second sweepegative(with decreasing order of cluster
Assume each cluster covers arx x square. To ensure theid). The first sweep calculates the prefix swm where each
square is covered whenever there is a sensor in the regidosterhead determines its prefix sum; by addingv; 1 +w;
the sensing range; should be set to/2z (the diagonal and forwardingy; to the next cluster. The clusterhead in the
length of the square). To support transmission from nofast cluster determines, andw = v, /n (load in a balanced
clusterhead to clusterhead, the intra-cluster transmission rastge) and initiates the second scan by sendingmouwduring
should be set to at least2z (also denoted as;). To ensure this scan, each clusterhead can determine= iw (load of
the clusterhead can communicate with clusterheads in fquefixsum in a balanced state) basedimothat is passed around
adjacent clusters, the inter-cluster transmission ranges of eadl its own cluster position
clusterhead should be at least the diagonal of the rectangl&nowing the load in the balanced state, each cluster can
constructed from two adjacent squares. Thatris= +/5z. easily determine its “give/take” state. Specifically, when—
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w = 0, cluster; is in the “neutral” state. Whem, —w > 0, it 1 L n 1 L n
is overloaded and in the “give” state; and whep—w < 0, it “ : 4 T ‘ “ 4 _ ‘
is underloaded and in the “take” state. Each cluster in the give I E i a

state also needs to determine the number of sensors (load) to be @ (b)

sent to each directiony;” for load in the positive direction (or

simply give-right) and—w; for load in the negative direction Fig. 3. Two cases for mixing up give-right with give-left.

(give-left).

Based on the scan procedure, it is clear that 1 -~ ’ n 1 " n
¥ g . J ¥ A : J
w;” min{w; — w, max{v; — v;,0}} (1) ji y j T
Twp = (w - W) —w;” (2) @ ®)

The 2-D scan process involves a row scan followed by,i?g. 4
column scan as shown in Figures 2 (b) and 2 (c), respectively.
Table | shows details of the row scan on the third row where
i is the column number. Only clusters at columns 2 and 4 agfd shorten the distance jfand k are at the same side of
in the “give” state, since their load is higher than= 9. For in the 1-D array.
column 4,w;” = 12 (8 will be assigned to column 5 and the Suppose clustei’s state is changed from give to take and
rest to column 6, the actual schedule will be discussed latefe unit is given from clustej. To ensure load balancing,
and ~wy = 9 (7 will be assigned to column 3 and the rest tehat one unit will be given away to clustér A better scheme

Two cases for mixing up take-right with take-left.

column 1). would be forj to give one unit directly td to save one move,
Similarly, a set of conditions can be given for “take” stateand shorten the distance#fand j are at the same side of
w;~ for take-right and~w; for take-left. It is clear that When clusteri’s state mixes give-right with give-left, we

assume that one unit is moved from}~ to “w; (Similarly
for “w; to w;”). We show that this schedule will generate a
w; = (W—w) =" w (4)  longer moving distance. Suppose this unit is moved ficim
i (1 <i < i), based on the balanced state requirement, one
unit in a cluster; in region [1..i — 1] needs to be moved out
convention is used for the other three notations. to cIusFerj \.Nith : .< J < m We cons_:ider _swapping these
two units ati and j. To compare moving distance between

The distinguishing feature of scan is its simplicity, Wherﬁ‘nese two cases (before and after the swap), we consider two
each clusterhead ihpasses only one package in each SWeepy ations shown in Figure 3 as follows '

prefixsumw; in one sweep followed by global averagein g o o L
the secondzsweep. 1) Wheni <j <i, we haveli —i |+ |j—7|>j—i|+
ji— 5.

—

w; = min{@ — W;, max{vi_l —Vi—1, O}} (3)

In subsequent discussion, we usa; for both the number
of take-left units and the take-left state of clusielhe same

2) When1 < j <i',we haveli—i |+|j—j|=]i—i|+
D. Properties of Scan lj—d |+ i =4 > =i +i—7|

An optimal load balance scheduling based on scan shodﬂdbot,h cases, the moving distance before the siwapi | +
satisfy the above four conditions related to give-right, give-leftj — j | is longer than that of after the swap.
take-right, and take-left for each cluster. By optimal, we mean When cluster:’s state mixes take-right with take-left, we
the minimum number of moves and minimum total movinggain assume that one unit is moved fromw; to w;~
distance. The following theorem shows that any violation cﬁfsimilarly fog w;~ to ~w;). Suppose this unit is moved from
the conditions will result in the increase of overall moving to i (i <7 < n), based on the balanced state requirement,
distance and/or total number of moves to reach a load balancg@ unit in a glustey‘ in re,gion [1..; — 1] needs to be moved
state. out to clusterj with n > j > i. We consider swapping these

L . . two units ati and j. To compare moving distance between

Theorem I Any violation of the four conditions on give anQpege 1o cases (before and after the swap), we consider two
take state of each cluster will result in the increase of overall . -+ions shown in Figure 4 fgf < i andj > i . Following

moving distance and/or total number of moves to reach a |Oe’ﬂqe similar argument as in the above case, the moving distance

balanced state. before the swapi — i | + |j — j | is longer than that of after

Proof: We consider four types of violation: take state changetle swap. O

to give state, give state changed to take state, take-right (tak

Icer:t gncghe%n?: Zitvoef?ekf?_(lgitt/éfﬁgi_t;'_ght)’ and give-right (give-left) met, overall moving distance is independent of the actual
Suppose clustei’'s state is changed from take to give andschedule.

one unit is sent to clustej. To ensure load balancing, thatTheorem 2 When take-right (take-left) states get load from

one unit at clustef will be compensated by another unit frongive-left (give-right) states, the overall moving distance is

clusterk (i.e. k gives one unit back ta@). A better scheme independent of the actual schedule.

would be fork giving one unit directly tgj to save one move, Proof: Let's consider schedules for all take-right states get

e1_'he following theorem shows that when four conditions



! ; U i ; : " meshM[1,1] = 3, M[1,2] = 1, M[2,1] = 3, and M[2,2] =
i ‘ ) i it 5. A scan on rows will change load distribution of the mesh
1 ‘ to M[1,1] = 2, M[1,2] = 2, M[2,1] = 4, and M[2,2] = 4,
and a scan on columns will balance the mesh\ffl, 1] =
3,M[1,2] = 3,M[2,1] = 3, and M[2,2] = 3. A total of 4
moves occur, however, the optimal solution requires only 2
moves fromM 2, 2] to M1, 2] directly.

@ (b)

Fig. 5. Swapping of’ andj/ without changing the total moving distance:
(a) before the swap, and (b) after the swap.

load f ve-left The take-left ing load f Theorem 4 The ratio between the 2-D scan and the optimal
oad from give-left states. The take-left states getting load oy, ion in terms of the number of moves is bounded.by 2
give-right states case can be argued in a similar way. Starting . .

from cluster 1 and checking towards clustefi.e., along the FT00f: During the 2-D scan, wasted moves occur during the

positive direction), for each unit of underload in a take-rigHt'St Scan when a (globally) underloaded clusienoves the
statei, assign one unit of load from the closest give-left stal@@d t© another (globally) underloaded clusjerSupposeL
i (i.e., a cluster in a give-left state with minimum id). NowtNits of load are moved fromand j. L units of load for;

we show that all other assignments can be converted to & Necessary, whilé units for: are wasted units. A similar

above schedule without changing the total moving distancituation occurs when a (globally) overloaded clusteroves

Suppose in the above state, the unititoomes from a non- load to another (globally) overloaded clusgern this caseL

closest give-left Statg'/ and the unit fromi’ is assigned to a units for j are wasted, whild. units fori are necessary. It is_
take-right statej wherei < j < . By swappingi’ with j, easy to follow that for each wasteq move there is a matching
total moving distance remains the same, and the one unit jH€C€SSary move, therefore, the ratio is bounded.by O
now comes from’ (see Figure 5). This kind of swap can be The number of moves can be optimized using the following
done iteratively. O procedure: after the first scan, each clusterhead just keeps load
information in the balanced state of the corresponding row
without any physical movements. The actual movement of
E. An optimal scan in 1-D arrays and its extension sensors occurs after the second scan. In this case, each cluster
In this subsection, we propose a simple sender-initiatkgeps two status: (status after the first scan, status after the
optimal load balance algorithm for 1-D arrays. The unigugecond scan), where status is either overloaded, underloaded,
property is that the algorithm starts from each cluster in give balanced. Only clusters in the overloaded state with respect
state (give-left and give-right) in parallel without the need tto the global average after the second scan send out load with
be concerned with the detail of take state of other clustersoving direction defined during the second scan. For each
Supposei is in a take state where — w; > 0, which also intermediate cluster, it either takes the bypassing load or re-
indicates the number of holes, then we do not distinguish tak#irects the load to one of the three directions (excluding the
right from take-left. incoming direction) based on moving directions defined in the
first and second scans. Details of this procedure are omitted

Sender-Initiated Optimal Load Balance in 1-D Arrays due to the space limitation.

« For each cluster in give state, the clusterhead sends

un!ts to its right neighbor and sentisw; units to its left IV. EXTENDED SMART
neighbor.

For each cluster in take state. when the clusterhead This section discusses the hole problem which is unique

senses several bypassing units, it intersects as many ulfltsSénsor networks. We start with some simple solutions
as possible to fill in its “holes”. Unintersected units mov&® motivate our proposed solution, which is asymptotically
along the same direction. optimal for several parameters, including communication delay

. and total moving distance. We then present a revised SMART
Theorem 3 The proposed greedy schedule ensures an optimak; covers the hole problem.

schedule in 1-D arrays

Proof of Theorem 3 It suffices to show the case in Figure 4a Simple solutions

is avoided. That is, the two conditions related to take state arey, . 5.5 scan discussed in the previous section works only
satisfied. Based on the algorithm, when a unit is passed to

) 2 N when there is no hole, otherwise, certain rows and columns
from right to left as shown in Figure 4, it implies that subarra
?@ay not be connected. In the worst case, the 2-D mesh may

[i...n] is in overloaded state; similarly, when a unit is passed.” . d A L ded lant “seeds”

to j from left to right, the subarrafl...;'] is in overloaded = Isconnected. A pre-processing Is needed 1o plant “seeds

staijte Since < 7 the ’arra 1..n] as é“whole is overloaded to holes at each 1-D scan and these seeds will serve as
: J L. 'clusterheads in these holes.

which corresponds to a contradiction. Planting seeds in holes in an asymptotically optimal way is
When the scan procedure is extended from 1-D arrays damon-trivial task. Suppose we want to optimize total moving
2-D meshes, the scan procedure is applied twice: once ondifitance, the number of moves, and communication latency
rows, followed by once on all columns. This 2-D scan proce$where each sequential neighbor communication is considered
represents the core of SMART. However, this approach is nae step). The total moving distance should®@?) (as in
longer optimal in 2-D meshes. For example, consideéra2 the case of the first row of Figure 1), the number of moves



should beO(n), and communication latency should B¥n) making the new segment with length 21; the next expansion
(again in the case of the first row of Figure 1). with span2? = 16 will increase the length t87, and so on.

A conservative approach could be sending out one seed alwo approaches, reactive or proactive, can be used here.
a time to an adjacent empty cluster. This will work for thén the reactive approach, each cluster waits for an expansion
case of the third row of Figure 1 whefeis a number larger signal from one of its predecessors or until a pre-defined
than 5 and the direction is from left to right. However, thisime-out expires (the time-out value is given in Theorem 5
approach does not work well for the case of the first row, sintelow). This approach trades potential long delay for small
the frontier node needs to communicate with the left mokital moving distance and total moves. This approach operates
node after each probing and expansion. The correspondinghe synchronized environment, where the synchronization
communication latency i2 Z?:—lli = O(n?). Note that if point can be set during the initial deployment phase. In the
the moving distance is a dominating factor, rather than tipgoactive approach, each segment acts independently for ex-
communication latency, this is still an acceptable solution. pansion. This approach has minimum communication latency

In an aggressive approach, each cluster that has a sufficleutt with occasional extra sensor movements for the lack
number of sensors (seeds) can send out multiple seeds to cofesynchronization. The solution can be described by the
the rest. This approach certainly works for the case of the fifsllowing steps:

row, but fails for the case of the third row. In this case, the 1) Following the positive direction, each segment performs

total moving distance would bgr —1)* 4 (n—3)%+... +3% + expansion through recursive doubling, when either it is

12 = O(n?) since clusters in give state can initiate the process  informed from a predecessor segment or a predefined
simultaneously. Also the number of moves(is— 1) + (n — timeout expires in the reactive approach, or without

3)+ .. +34+1=0(n. waiting for any signal or timeout for activation in the

The simple recursive doubling does not work either for th_e proactive approach, until it either reaches (covers) the
case of the second row, where the span of each expansion |ast cluster of the 1-D array or fails the expansion

is doubled in the subsequent step. This is becdoge: condition.
expansions will incur at least/2 x logn = O(nlogn) 2) Repeat step 1. for the negative direction except no
communication latency, assuming the initial span is 1. timeout is needed at this step.

The efficiency of the method depends on the worst case
timeout in the reactive approach and excessive movement
in parallel seed-planting in the proactive approach. The next

We propose here a solution for the hole issue that fseorem shows that it is sufficient to set timeoutste — 1),
asymptotically optimal for several parameters, including conyhere; is the id of the first cluster in the segment. The total

munication latency @(n)), total moves Q(n)), and total moving distance in the proactive approach is still bounded
moving distance @(n?)), assuming that each cluster knowsyithin O(n?)

only the state of its two neighbors through probing. It is also

assumed that the sensor network is sufficiently dense such thagorem S In each segmen$ in a scan, the total moving
global @ > 2 (i.e., on average, each cluster has 2 sensorgistance in constructing is bounded by> and the commu-
Later we will resort to a slightly stronger condition when th&ication latency is bounded B3C'.

solution is extended from 1-D arrays to 2-D meshes. Proof: We prove by induction, whet¥; expands to connect

First, we give some notations used in the solution. A; to form a newsS) along the positive direction, we assume

segments;, is a maximum sequence of non-empty clustershatC,; is the sparf; used to connecs; andC;- is the span of
Wi is the summation of load i; andC; is the length ofS;.  the non-overlapping region if; as shown in Figure 6. Note

B. An optimal solution in 1-D arrays with holes

Now we introduce two important concepts relatedSto that S; may merge with another segme#fif to form a new
« Expansion levelL;, of S;: 2L+ < C; < 2Li+1, segmentS;, as the result of the expansion $f (as shown in
« Energy level E;, of S;: E; = W; — C;. Figure 6). 5} will calculate itsW, and L accordingly. The

special case isS; does not exist and has the length 0. The
?6llowing proof still applies.

Based on the induction, the latency in the formationSef
large enough to cover holes in each expansion, iFg.> ]LS bcr)]unfded .byE)Ci('j In thef currelﬂt elxpan5|o|rQ IS nelededh
2Li+k for the kth expansion, which is called thexpansion ort € rormer hode o in orm afl re evant gusters along the

negative direction inS; and it takesC; + C; time to pass

condition Any cluster that has more than one sensor is in a ds 1o relevant positions. Finally. it takes steps to reach
denotable state for providing seeds, even though the clust geFfrontier of S (ipe the ri. ht moys,t nodej?Sl) pUsin the
may be in an underloaded state. ke A= 9 478 9

o . . <O : i iti
The solution is based on recursive doubling of the span f]z)arCt thatC; < C; < 2C; (expansion conditions), we have

each successive expansion until there is no sufficient energysc; + ¢, + (C; + C;) + C < 5(C; + C, + C) = 5Cy,

for expansion, but the actual size of expansion is governed ' ! Y

by the current expansion level. For segm&ptwith level L;, Similarly, we show total moving distance by induction.
the sequence of span i, 2L+l 2Li+2  For example, Based on the induction, the formation §fis bounded byC?.
suppose the lengthy; of S; is 13, the first span i€% = 8, In the current expansion, the total moving distance is bounded

Expansion levelL; determines spans of successive expa
sions2li, 2L+l oLi+2 - whereas energy levél; indicates
the number of denotable sensors in the segménshould be



expansion meetsw > 2. Instead of enforcing it (which is impossible),

=~ G —==C we propose a smoothing process on all columns before the
L os@) [ N pre-processing on rows. The smoothing process on columns
includes pre-processing (i.e., plant seeds in holes) and scan
Sk(Cr) (i.e., load balance). This column-wise smoothing process does
not completely remove holes or balance load along columns
Fig. 6. The merging of two segments. unless the number of sensors in each column is at ast

initially. However, when the sensor network is sufficiently
) dense, each row will haves > 2 after the column-wise
by ZIC;JI(CZ* +1) = C;C; + C;(C; —1)/2. In the proactive Smoothing process. The following theorem shows the density
approach, the formation of; needs to be included which isrequirement.
2 / / 2 . / .
bounded byC’7 < (C; +C7)*. Using the fact thal; < Ci < ngorem 7 Suppose the average number of sensors in a

/ 9 ’ ’ ’ / '\9 . X .
2C;, we haV?C;i + C;z‘ci + Ci(C; = 1)/2+ (C; + C)° < cluster is at least 4. After column-wise smoothing, each row
(Ci +C; +C)* = Cj O will have at least2n sensors.

Since the method involves two sweeps, the overall mofroof: We try to find the maximum number of sensors that
ing distance is clearly bounded b9(n?) and the overall can be deployed when at least one row still has less #han
communication latency is bounded 1B}(n). Total moves are sensors after column-wise smoothing. If that number is less
bounded byO(n) in the reactive approach, and B}nlogn) than4n?, the theorem is proven.
in the proactive approach. In the latter case, clusters carAssume initially & columns have load of at leagh and
plant seeds in parallel, but recursive doubling limits parall¢he remaining: — k& columns have load undé@n. The former
merging tologn levels of the merging tree. Therefore, thé columns will achieve load balancing after smoothing, while
proposed method in the proactive mode is optimal for the thrtee lattern — & columns will not. Without loss of generality,
parameters. we assume row 1 (i.e., first nodes in all columns) has less than

The following theorem shows that no timeout is neede2h sensors after smoothing. All the first nodes of these k
in the second scan and proves the correctness of the L@umns that have not achieved the balanced state are holes.
scan approach. The postfix of the 1-D array is a subarray tidte maximum total load of nodes other than the first nodes
contains the last cluster in the array. in thesen — k columns is bounded byn — k)(2n — 1). The
Iﬁads of first nodes of the othércolumns that have achieved
e balanced state along columns are assumed tf,b&,

ik, respectively. Based on the balanced state definition, the

Theorem & Assume the average load is at least 2 for ea
cluster. After the first scan, at least one postfix of the 1-

Z:{iyo;:saviiﬁgtr)zegltlé:jn the second scan, no timeout is need% iximum total load of nodes other than the first nodes in these
‘ k columns is bounded b —1)[(i1+1)+ (i2+1)+...(ix +1)].
Proof: It is assumed that average load for each cluster is ferefore, the total number is bounded by (n—1)(1+k)+
least 2. Supposé, Sa, ..., Sk—1, Sk is the sequence of seg-(,,—k)(2n—1) < (2n—1)+(n—1)(2n+k—1)+(n—k)(2n—1)
ments after step 1 of pre-processing, where for é3diexcept  sincel = iy +iy+...+ij < 2n—1. Clearly, the total number is
Sk), E; < 2%, thatis,W; < 2C;. If we let 32,7 Wi = Wi bounded byin? — (2+k)n < 4n2. This number is maximized
and Zf;ll C; = Cu, we haveW)y, < 2C),. Based on the whenk = 1 and the corresponding distribution is shown in
assumption of at least average load of 2 for each cluster, Wgure 7. O
have Wy, + Wy > 20y + 2C, > Wi + 2C, therefore, _ )
Wi > 2C. Si has sufficient energy for expansion. The only With the above reSL_JIt, the revised SMART protocol can be
case for preventing such an expansion is taincludes the resolved to the following steps:
last cluster in the 1-D array. Therefor§, is a postfix of the  « Step 1 (column-wise smoothing): Pre-processing on col-

1-D array. umn (positive direction). If the last cluster fails condition
During step 2 of pre-processing, sinég has sufficient 1 (discussed below), step 1 terminates, otherwise, si-

energy, it will fill in the “gap” (a consecutive sequence of = multaneous pre-processing and scan on column (negative

empty clusters) betweef, and S;_; by planting seeds in direction). If the first cluster fails condition 2 (discussed

holes between them. Following the same argument, the newly below), step 1 terminates, otherwise, scan on column
formed segment will have sufficient energy to fill the next gap.  (positive direction).

In this way, all gaps will be filled after the second scard e Step 2 (row-wise pre-processing and scan): Pre-
processing on row (positive), followed by simultaneous
pre-processing and scan on row (negative), finally scan
on row (positive).

Step 3 (column-wise scan): Scan on column (negative
followed by positive).

C. Revised SMART Both condition 1 and condition 2 are used for early ter-

Now let us extend the approach from 1-D to 2-D. The firghination when a particular column has less tiansensors.
issue is to ensure that each 1-D row array in the 2-D me§ondition 1 is defined as: the last cluster is included in a

The result from Theorem 6 shows that the scan process can
be combined with the pre-processing (planting the seeds). That
is, the scan process can start at step 2 of the pre-processing..
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segmentS and W > 2C. Condition 2 is defined as: the first =

cluster is included in a segmeit such thatC = n and o o

400 500 600 700 800 900 1000 400 500 600 700 800 900 1000
W > 2n. In step 1, each column needs 1, 2 or 3 sweeps Nurme o noes Number of nodes
depending on whether that column Has sensors or not. In (c)n=10,0=1 (dn=10,0=5

step 2, 3 sweeps are needed and 2 sweeps are needed in steg '
3. In the worst case, 8 sweeps are needed. Fig. 8. Rounds comparison of DIFF, EXCH, and SMART.
The above approach has potential drawbacks in generating

longer communication latency even in the absence of holegpitrarily. The tunable parameters in our simulation are as
To resolve this issue, we introduce some simple bookkeepiggyows.

Once the first sweep of step 1 is completed, each end node irl) Cluster numbers, x n. Largen can improve the speed

the last row will set a flag to 1 whenever it registers at least of deployment while smalk can achieve more balanced
2n sensors in the corresponding segment. If all flags in the results. Therefore, the size of each clustersisz, where
last row are set, step 3 can be skipped. Checking whether all 2 is 500/n. We used and 10 asn’s values.

flags are set can be done in parallel with step 2, which needs2 Number of sensora/. In section 4.3, it has been proved
2n steps with two sweeps on the last row. The first sweep is a that at leastdn? sensors are needed to guarantee the
scan using boolean AND and the second sweep is a broadcast validation of SMART. Therefore, we vary's value

of the scan value of the first sweep which is a boolean value from 400 to 1000. We also include cases of undie?

(1 fqrhallk:‘lagsbset and O?ffor pthervr\:ise). b ¢ sensors to check the robustness of SMART.
With the above modification, the worst case number o ) Normal distribution parameter. o is the standard devi-

sweeps is reduced to 5. One more sweep can be eliminated ation of the normal distribution of the initial deployment,

ba/ CmebITIng pr_e-prolczss(;n_g ar:]d scan in step 1. W:enever which can control the density degree of the sensor
the first cluster is included in the current segment, the Scan ¢ stering. We use 1 to 5 as its values. Whenis

process also starts. At the end of the first sweep, if the current 1, around98% sensors are 0% region of the area
segment includes both first and last clusters, the third sweep Whena is 10, the distribution is very close to random
in step 1 can be eliminated since its function can be done distribution '

at the second sweep. The optimization for number of moves,, performance metrics are (a) deployment quality and

discussed in Section Il can still be used after the scan proc o
; (B} cost. Deployment quality is shown by the balance degree
starts. However, the number of moves during the smoothi . ; .

asured by two simulation results. One is thstandard

and pre-processing phases cannot be further reduced. deviationof sensor numbers in all the clusters. The other is
grads which is the difference between the largest cluster and
the smallest one. Deployment cost is measured by the time
In this section, we present the results of our simulation @ deployment, in terms of rounds, and energy consumption,
the proposed sensor deployment method, SMART, in COf terms of overall moving distance. The duration of each
parison with two other load balancing approaches: diffusiq@und is primarily determined by the moving speed of sensors,
and dimension exchange, and sensor deployment approaghich is the mechanical attribute of sensors, and could be
the Voronoi-based method. All these algorithms are evaluat@qilored_ The energy consumption of the deployment includes

V. SIMULATION

with multiple simulation parameters. both physical movement and electronic communication energy
consumption, of which physical movement is the major part.
A. Simulation environment Thus we will ignore the communication consumption.

All approaches are tested on a custom simulator, which )
could generate random and also normal distribution initi- Simulation results
deployment. We set up the simulation in580 x 500 area, Figure 8 compares rounds of these three algorithms, diffu-
which is the target field. Sensors can be deployed in this agan (DIFF), dimension exchange (EXCH), and SMART. In
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Fig. 9. Distance comparison of DIFF, EXCH, and SMART. Fig. 10. Balance degree comparison of DIFF, EXCH, and SMART by

standard deviation.

(@ and (b),n = 4; (c) and (d),n = 10. In (a) and (c), qa—
o is 1; (b) and (d),c is 5. We can see that the proposed s i
scan-based deployment has small and stable rounds. When the
initial deployment is relatively balanced andis small, every ¢ *
row could have more thaBn sensors, thus it has rounds;
otherwise, it takes$ rounds (the worst case). Diffusion and
dimension exchange both have large rounds, which increase;
with the growth of node number, especially wheris large O berotnates R eratnoes
and the initial deployment is uneven. @n=4 () n =10
Figure 9 is the overall moving distance of all sensors. We
can see that the overall sensor moving distance is proportiohidl 11. Balance degree of DIFF, EXCH, and SMART by Grads(1).
to the number of sensors. Therefore, average moving distance
of a sensor is insensitive to node numbers in all these al-
gorithms. Among the three, SMART has the largest movirig 1, the optimized SMART has 375 moves, SMART has
distance. This is because it achieves the most balanced fidddt, diffusion has 1040, and dimension exchange has 1137.
state, which leads to more sensor movements. Since startup usually consumes more power than moving with
Figure 10 shows the balance degree of the results of thé3eariable speed, less movement is desired.
three algorithms by standard deviation. SMART achieves aWe also simulate the Voronoi-based distributed self-
balanced final state, and its standard deviation is no mateployment protocol (VOR) by Wang, Cao, and La Porta.
than 2. Figure 11 is the grads. The grads of SMART is reigure 13 is the standard deviation (a) and moving distance
more than 2, and the grads in a row or a column is no mofie) comparison of VOR and SMART. We can see that VOR
than 1. In diffusion and dimension exchange, only relativean only slightly reduce the standard deviation of initial
balanced state, neighboring balance, is guaranteed. Thatdiployment. It has been mentioned in [5] that the basic
the difference between adjacent clusters is no more thanVOR algorithm has difficulties in dealing with high-degree
Therefore, the result could be a ladder-like distribution, whiaklustering, where sensors are centered around a few locations.
leads to very large grads and standard deviation. Whés1 Wheno is 1, after applying VOR, the clustering area still has
large, the grads of diffusion and dimension exchange are largégh density, while the original blank area has low density.
and their balance degrees are low. They used a different termination condition, the coverage
Figure 12 compares the standard deviation and movingguirement, in VOR. We adopt the balance degree instead.
distance of algorithms using different normal distributiofermination by coverage ensures that each position in the
parametersr. The curve ‘Initial’ is the standard deviation ofarea is covered by at least one sensor. However, a complete
the initial deployment. SMART can achieve a more balancedverage state is not necessarily a balanced state. On the other
state than the other two. SMART also outperforms them hmand, a balanced state corresponds to a complete coverage
move times (moves). In SMART, sensors move at most twicgtate unless the area cannot be fully covered by the existing
one move for vertical direction and the other for horizontakensors. In our simulation, whenis smaller than 4, and the
over 75% sensors move only once. Whe¥i is 400, andec number of sensors is sufficiently large, VOR will terminate
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VOR is designed for a relatively sparse sensor network thatm ‘
has a random initial deployment, whereas SMART is deslgned100

for a relatively dense network with high-degree clustering. F@ %
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fairness, we also conduct the following simulation to compare « e Y

the performance of SMART and VOR in a relatively sparse N .

network where the condition of Theorem 7 for SMART is = wmwastwonpunetsr P e dsuston g
not necessarily satisfied. Figure 14 shows the comparisons of (a) Standard deviatiom = 4 (b) Standard deviatiom = 10

resultant balance degree (in terms of standard deviation) and,
round number of SMART and VOR with different numbers of
deployed nodes. In this simulatien= 3 andn = 10.

In Figure 14 (a), we can see that whahis larger thant00, -
SMART guarantees the balanced final state, where the standard
deviation of the resultant deployment of SMART should be e
less than 2. This result is consistent with the analytical results 5
in the previous section, where if the average number of sensors ~ * 2 5 4 ee” © R
in a cluster is less than 4, some rows may have less 2han
sensors after smoothing, thus there will be holes according
to Theorem 6. When node number is smaller tdaf, the Fig. 12. Comparison of DIFF, EXCH, and SMART using differen{N =
standard deviation is larger than 2, and the balanced statud’-
not achieved. However, the increase of standard deviation is
small and the balance degree of SMART can still beat that of & ——— 350000 —

VOR. For VOR, when the node number is small, the resultant s s oo m’”‘\
deployment is more balanced. With the growth of the number « 290000
of deployed nodes, the balance degree gets lower. This fiso!™
because in the high-degree clustering environment, when tEﬂeo
coverage termination condition of VOR is met, most area can w0000
be covered by at least one node, but VOR terminates before, : ; —— o
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nodes in the clustering area scatter out. In general, the more Normal distition parameter Normal disrtion parameter
nodes are deployed, the more nodes are still in the clustering  (a) Standard deviation (b) Moving distance

area, which leads to a large standard deviation.

Figure 14 (b) is the comparison by round number. At9- 13
least 400 deployed nodes are needed to achieve the best
performance, 5 rounds, for SMART. The worst is 8 rounds. For
VOR, a smaller node number leads to fewer rounds. But VOR3) Optimized SMART has the minimum number of moves
has fewer rounds than SMART only when the node number i When compared with other algorithms.
smaller than 150. Therefore, when the node number is smallef) SMART can be effective when used in relatively dense
than 4n2, SMART cannot guarantee the final balanced state, ~ S€NSOr networks as a complement for the existing sensor
but can still outperform VOR. As to the round number, as long deployment methods. )
as the node number is not too small, for instance, larger thar?) WWhen number of deployed nodes is less thar, the
150 in a500 x 500 area, SMART is better than VOR. performance of SMART is reduced, since more rounds

Overall, SMART has better performance in both balance &€ needed and balanced final state can not be achieved.
degree and round number, thus it suits sensor deployment more
than traditional load balancing, and it also outperforms VOR,
especially in large scale networks with high-degree clustering.
SMART can be applied after the initial uneven deployment. In this paper, we have proposed a scan-based movement-
It balances the sensors quickly, but with a coarse resolutiessisted sensor deployment algorithm, which is a hybrid ap-
since sensors within each cluster are not evenly distributgntoach of local and global methods. We have considered a
If high resolution is desired, the distributed self-deploymeninique issue called communication hole, where certain sensing
protocol by Wang, Cao, and La Porta [5] can be applied withisreas have no deployed sensors. A method of seed-planting
each cluster for fine tuning. procedure has been proposed to move one senor to each

Simulation results can be summarized as follows: uncovered area before the scanning process. Simulation results

1) SMART achieves a more balanced state than diffusioshow that the proposed method can achieve even deployment

dimension exchange, and Voronoi-based sensor deplaj-sensors with modest costs. In the future, we will perform in
ment methods in unevenly deployed sensor networksdepth simulation on energy consumption of sensor deployment

2) SMART needs few rounds, which are bounded by 8, falgorithms and design some intra-cluster balancing algorithms

load balancing. to achieve high resolution load balancing.

Comparison of VOR and SMART using different(N = 400).

VI. CONCLUSION
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