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Abstract—Tag sampling is required by many promising RFID applications to read only a part of tags instead of all for better time-efficiency. However, the functionality of tag sampling is not actually supported by the COTS RFID devices. This paper proposes the Multi-array Tag Sampling (MTS) scheme, in which the interactions between reader and tags are clearly specified, to bring tag sampling from theoretical assumption to reality. We use Impinj R420 reader and Monza 4QT tags to implement a prototype to validate the feasibility of MTS. Extensive experimental and simulation results reveal MTS can sample the tags with predefined probabilities, meanwhile performing better in terms of space- and time-efficiency than the state-of-the-art protocol.
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I. INTRODUCTION

The Radio Frequency Identification (RFID) technology has been widely used in various applications such as smart warehouse and traceable logistics. An RFID system typically consists of a large number of tags, several readers, and a powerful backend server. Tags with unique IDs are normally attached to objects. The server controls an RFID reader to scan and read the IDs from nearby tags, thereby enabling automatic identification, tracking, and monitoring applications.

Tag collision is a serious issue in the RFID research field, because numerous tags within a reader’s interrogation range share and contend for the same wireless channel. As a matter of fact, identifying all tags in the system really takes time. For better time-efficiency, many sampling-based approaches are proposed to only read a part of tags instead of all, then perform the probabilistic analytics on the collected tag information, e.g., tag cardinality estimation [1] and missing tag detection [2], [3]. Unfortunately, these sampling-based schemes cannot be applied in reality, because they commonly made an assumption that RFID tags can be sampled with a given probability while such a functionality of tag sampling is still in the theory stage and not available on Commercial Off-The-Shelf (COTS) RFID tags. Moreover, in the existing sampling-based schemes, all tags are assumed to be read with the same sampling probability, which is not reasonable because tags are often attached to various types of items and their reading frequencies should coincide with the values of the attached items, e.g., the tags on expensive items should be read more frequently when monitoring the theft events.

In this paper, we investigate how to enable the functionality of tag sampling for C1G2-compliant RFID devices, thereby bringing the desirable functionality of tag sampling from the theoretical assumption to reality. A simple solution [4] is to implement the tag sampling operation by writing a long binary array on tag memory to represent the sampling probability. The ratio of bits ‘1’ in the array indicates the sampling probability. Although simple, such a Single-array Tag Sampling (STS) scheme incurs too much memory consumption on tags, e.g., 1000 bits are required if the granularity of sampling probability is 0.001. To reduce the memory cost on tags, we propose the Multi-array Tag Sampling (MTS) scheme, in which a fine-grained sampling probability is transformed into the product of multiple coarse-grained probabilities, each of them is represented by a short binary array (the ratio fo ‘1’s in an array equals the corresponding probability). Thus, unlike STS that uses a very long binary array, the MTS scheme uses multiple short binary arrays to represent a fine-grained sampling probability. We validate the correctness and efficiency of the proposed MTS scheme through both prototype experiments and large-scale simulations. Extensive results show that MTS can not only guarantee the predefined sampling probabilities, but also significantly outperforms the basic STS scheme in terms of memory cost and time-efficiency.

II. MULTI-ARRAY TAG SAMPLING (MTS) SCHEME

A. Preliminary Knowledge of C1G2 Standard

The EPC C1G2 standard [5] is an industry standard that specifies the physical and logical requirements and available commands for the RFID systems that operate within the frequency range of 860 MHz–960 MHz. To be deployable on C1G2-compliant RFID readers and tags, the application protocols must follow the following specifications in C1G2 standard. Some preliminaries about C1G2 are as follows. Each tag holds four non-volatile memory banks for storing inventory management information. Among them, EPC memory and User memory are two major banks used in this paper. EPC memory stores the 96-bit electronic product code, which is a global unique identifier for labeling the tagged item. User memory is used for storing user-defined data, such as production date, product price and supply chain information. In MTS, the binary arrays are stored in the User memory.

B. Motivation of MTS and Scheme Overview

A straightforward solution to enable the functionality of tag sampling is to inject a binary array to each tag, in which the
fractions of bit ‘1’s represents the sampling probability. Then, the reader broadcasts a Select command, which specifies an address of tag memory and a binary mask containing a single bit ‘1’. Upon receiving the Select command, each tag compares the mask with the binary array from the specified address in its memory. If the $x$-th bit in the mask is ‘1’ and the $x$-th bit of the binary array from that address in its memory is also ‘1’, this tag will be activated and respond to the reader’s interrogation. Although simple, the above Single-array Tag Sampling (STS) scheme costs too much bits on the tag side to represent a fine-grained sampling probability. Specifically, if the required granularity of the sampling probability is $\alpha$, the length of the binary string should be at least $\frac{1}{\alpha}$ bits, e.g., it requires 1000 bits to represent a sampling probability with the granularity of 0.001. Writing a long binary array to tags has two deficiencies. First, an RFID tag has limited User memory space for storing other-user-defined information, e.g., a Monza 4QT tag only has a 512-byte User memory. Thus, we desire to reduce the length of binary array, that needs to be written to tag memory, to reduce memory consumption. Second, writing a long array to tag memory via a low rate wireless channel takes much time, especially when the number of tags is large. As specified in the C1G2 standard, a Write command can write only 16-bit data to tag memory, thus a long binary array requires several times writing operations in sequence. Hence, a more efficient representation of the sampling probability is desirable to save the tag memory and reduce the writing time.

To this end, we propose a Multi-array Tag Sampling (MTS) scheme to reduce the length of binary arrays for representing a fine-grained sampling probability. Different from STS, the MTS scheme represents the sampling probability using multiple binary arrays. Although some advanced schemes (e.g., IEEE 754 [6]) can represent the floating number in a very space-efficient way, it is hard to use the Select command to resolve the probability in IEEE 754 formatting. For easy implementation using the Select commands, the MTS scheme still uses the fraction of ‘1’s in a binary array to represent the probability, e.g., if there are six ‘1’s in a 10-bit binary array, the corresponding probability is 0.6. In MTS, each binary array only needs represent a coarse-grained probability and thus can have a much shorter length. Compared with the straightforward STS scheme, the MTS scheme significantly reduces the memory consumption from $\frac{1}{\alpha}$ to $\frac{2}{\sqrt{\alpha}}$. Since commercial reader SDK only supports two-filter operations, our MTS scheme uses two binary arrays in each tag memory to represent the sampling probability. As exemplified in Fig. 1, the basic STS scheme uses a 9-bit array to represent the sampling probability of $\frac{4}{9}$, while the MTS scheme just uses two 3-bit binary arrays to represent $\frac{2}{9}$ and $\frac{1}{3}$, respectively. The memory cost on tag side is reduced from 9 bits to 6 bits. As illustrated in Fig. 2, the reader uses two Select commands to filter the tag by comparing the embedded masks with the binary arrays in tag memory. Suppose the two binary arrays are both $k$ bits. The index specified in the Select command should be randomly chosen within $[0, k - 1]$. In this example, the tag will pass the filtering operation with a probability of $\frac{2}{9} \cdot \frac{1}{3} = \frac{2}{27}$, which still equals the required sampling probability $\frac{4}{9}$. To enable the tag-sampling with a granularity of $\alpha \in (0, 1)$, the memory consumption is expected to be just $\frac{2}{\sqrt{\alpha}}$, e.g., when $\alpha = 0.01$, MTS only uses $\frac{2}{\sqrt{0.01}} = 20$ bits; when $\alpha = 0.0001$, MTS only uses $\frac{2}{\sqrt{0.0001}} = 200$ bits.

C. Details of MTS

The proposed MTS scheme consists of two stages: probability assignment and sampling query. In the RFID-enabled warehousing management, the probability assignment stage (i.e., writing arrays to tags) usually happens when moving the tagged items into the warehouse for the first time. The sampling probability should be determined by the users according to the category of the attached products. A specific field of tag ID can be used to indicate the category of the attached product. Such kind of category information can help the users determine the sampling probabilities of tags before moving the tagged products into the warehouse. Before the sampling query stage (i.e., routine tag-sampling identification), the binary arrays are already injected into the tags. Next, we will present the details about these two stages.

1) Probability Assignment: In the stage of probability assignment, we need to assign a specific sampling probability to each tag. For a certain tag $id$, we first transform the required fine-grained sampling probability into the product of two coarse-grained probabilities denoted as $p_1$ and $p_2$, e.g., $0.15 \Rightarrow 0.3 \times 0.5$. Then, the two probabilities $p_1$ and $p_2$ will be represented by two $k$-bit binary arrays, respectively. Here, the array length $k$ depends on the required granularity of the sampling probability $\alpha$, e.g., when $\alpha = 0.01$, $k = \frac{1}{\sqrt{0.01}} = 10$. In the first $k$-bit binary array $A_1[\cdot\cdot]$, the ratio of ‘1’s should be equal to the probability $p_1$; and in the second $k$-bit binary array $A_2[\cdot\cdot]$, the ratio of ‘1’s should be equal to the probability $p_2$. To guarantee the randomness of the tag-sampling process, we randomly choose the bits of arrays and set them to ‘1’s. Then, the reader issues the Write commands to write these two binary arrays $A_1[\cdot\cdot]$ and $A_2[\cdot\cdot]$ to two addresses $a_1$ and $a_2$ of the user memory of the target tag. To save memory
space of tags, it is better to transform a sampling probability into two probabilities with the same granularity. For example, 0.0125 can be transformed into $0.125 \times 0.1$ or $0.25 \times 0.05$. To represent $0.125 \times 0.1$, we need to store a 1000-bit string and a 10-bit string in tag memory. In contrary, to represent $0.25 \times 0.05$, we only need to store two 100-bit strings in tag memory. Obviously, the latter one is more memory-efficient. By default, we assume a specific area of user memory in each tag is used for storing arrays $A_1[.]$ and $A_2[.]$. And $a_1$ and $a_2$ in tag user memory are the same across all tags.

When writing the two binary arrays to a tag, the reader needs to issue a sequence of C1G2 commands. The Select command is to activate the target tag and deactivate all the other tags, because the reader can only write one tag at a time. The Query command is to start an inventory round for tag identification because only the identified tags can be accessed by the reader. The tag replies a Req_RN for collision detection. If no collision is detected, the reader will issue an ACK command to collect the tag EPC. Then, the reader issues an Req_RN command to access the memory of the target tag. This tag will reply a handler as the access permission. This handler received by the reader will be embedded in the As specified in C1G2 standard, a Write command can only write 16-bit data to tag memory. Hence, if the binary array $A_1[.]$ (or $A_2[.]$) is longer than 16 bits, it will be divided into 16-bit segments and several Write commands are needed to write them all. For writing a segment of $A_1[.]$ (or $A_2[.]$), the reader will send a Write command embedded with the valid handler, the array segment, and the corresponding address in user memory to the target tag. Upon receiving such a Write command, the target tag will store the array segment to the specified address in its user memory. After writing all array segments as above, the binary array $A_1[.]$ and $A_2[.]$ representing $p_1$ and $p_2$ will be correctly stored at the address $a_1$ and $a_2$ in the user memory. Using the above methods, we assign the required sampling probabilities to the other tags in the system. Note that, the stage of probability assignment is only performed once for all tags that are newly moved into the system.

2) Sampling Query: The sampling query stage is to sample tags with the pre-assigned sampling probabilities. The reader broadcasts two Select commands to filter the tags by comparing the embedded masks and the two binary arrays $A_1[.]$ and $A_2[.]$ in user memory. Specifically, the first Select command contains a single-bit mask ‘1’, the address of the $i$-th bit of the array $A_1[.]$ in user memory, where $i$ is a random number within $[1, k]$. Upon receiving the first Select command, each tag checks if the bit with specified address in its first array $A_1[.]$ is ‘1’. If so, the tag will pass the filtering of the first Select command. For a tag, the probability that it passes the filtering of the first Select command should be equal to the ratio of ‘1’ in $A_1[.]$, i.e., $p_1$. The details about the second Select command are similar with the above description. Finally, for each tag, the probability that it passes the filtering of two Select command should be equal to $p_1 \times p_2$, which is exactly the expected sampling probability. The tags passing through the filtering process will respond to the reader’s interrogation.

Our MTS scheme aims at sampling tags with given probabilities. Hence, we cannot guarantee that all tags are identified in a single round of tag inventory process. Fortunately, we normally need to repeatedly perform the tag inventory process for multiple times in many practical scenarios, e.g., continuous theft-detection. Thus, each tag has a chance to be identified during a long monitoring period, just with different frequency.

III. IMPLEMENTATION

We validate the feasibility of our MTS scheme by implementing a prototype system, which consists of a Lenovo PC, an Impinj R420 reader [7], and several Monza 4QT tags [8]. The RFID reader is connected to the PC via an Ethernet cable. The PC uses the LLRP protocol [9] to manipulate a reader to broadcast the C1G2 commands. The LLRP messages, represented in XML format, are transmitted to the reader to control the interactions between reader and tags. The reader communicates with the tags through the Ultra High Frequency (UHF) wireless channel (900MHz) following the C1G2 standard [5]. We leverage the Octane SDK.NET [10] to develop our MTS. The Octane SDK.NET provides APIs for sending C1G2 commands and frees us from the tedious work for defining LLRP messages.

IV. EXPERIMENTS AND SIMULATIONS

In this section, we will evaluate the sampling accuracy and time-efficiency of the proposed MTS scheme. Since we are the first to implement the tag sampling operations for C1G2-compliant RFID systems, we mainly compare the performance of MTS with that of the basic STS scheme.

A. Sampling Accuracy

We first validate the accuracy of sampling probabilities through prototype experiments. We place 10 tags in the front of the reader antenna. Each tag is assigned a distinct sampling probability ranges from 0.1 to 1.0. We run 1000 rounds of tag sampling operations, and the results in Fig. 3 demonstrate that the measured sampling probabilities match well with the assigned sampling probabilities.

B. Time-efficiency

After running MTS to sample tags, we need to invoke the tag identification protocol (e.g., Aloha in EPC) to perform the tag monitoring query. In the real experiments, we use the reader to repeatedly identify 10 tags until 16,000 readings are obtained. In Fig. 5, we report the time cost of 1000~16000 tag readings. We compare the time cost of MTS+Aloha with that of using Aloha alone, and find that MTS brings additional overhead of about 5ms per tag reading. Fortunately, this kind
of overhead can be reduced in a large-scale RFID system containing thousands of tags. The reasons are explained as follows. The time complexity of the sampling query stage is $O(1)$, as the reader only broadcasts two Select commands.

The time complexity of the monitoring query stage is $O(n)$, as the reader needs to identify $n$ tags. Hence, the relative overhead caused by MTS is $O(1)$. When the number of tags is small (e.g., $n = 10$ in the experiments of Fig. 5), the overhead caused by MTS is notable. In a large-scale RFID system containing thousands of tags, the overhead caused by MTS will decrease. Although MTS inevitably begets some overhead, it can help achieve real fairness among tags. Using the current Aloha protocol in EPC C1G2 standard, no matter what kind of products (expensive or cheap) the tags are attached to, they have the same probability to be identified. In practical theft-monitoring scenarios, we obviously want to read the tags of expensive products more frequently. With our MTS scheme, tags can be read with predefined sampling probabilities. In other words, limited wireless channel resources can be allocated to tags according to their values or priorities.

Next, we compare the performance of our MTS scheme with the basic STS scheme through simulations. As shown in Fig. 5, much less memory usage is a major advantage of the MTS scheme. For example, when the granularity of the sampling probability is set higher than 0.001, the memory cost of STS is nearly 50 times that of the MTS. Less memory cost is also equivalent to higher time-efficiency for writing binary arrays to tags. As shown in Fig. 6, the STS scheme causes much more time than MTS when writing sampling probabilities to a large number of tags. For example, when the granularity of sampling probability is 0.001, the STS scheme needs nearly 6 minutes to assign the sampling probabilities to 50000 tags. The time complexity of the MTS scheme. Extensive simulation results reveal that the proposed MTS scheme can significantly outperform the state-of-the-art Single-array Tag Sampling (STS) scheme in terms of both space- and time-efficiency.

V. CONCLUSION

In this paper, we proposed the Multi-array Tag Sampling (MTS) scheme for the C1G2-complaint COTS RFID systems. Our MTS scheme is expected to benefit various promising RFID application protocols that need to perform statistical analytics on sampled tags. The experimental results obtained by running the prototype demonstrate the feasibility and correctness of the MTS scheme. Extensive simulation results reveal that the proposed MTS scheme can significantly outperform STS in terms of memory utilization. Fig. 7 also shows that the assignable rate decreases with the increase of the array length. This is because the production of two arrays produces a large number of duplicate probabilities when $k$ is large. In the MTS scheme, the un-assignable sampling probabilities should be replaced by the closest assignable values. To evaluate the offsets of the assigned probabilities, we randomly and uniformly assign a sampling probability to 10000 tags. The simulation results in Fig. 8 show that, both the maximum offset and average offset decreases as the increase of array length $k$. This is because the assignable rate gets larger with the increase of array length.
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