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Scenario Formulation SimulationStrategy

Recently, a popular sensing 
paradigm, mobile crowdsensing 
(MCS) has attracted much 
attention of researchers. MCS 
recruits mobile users to 
coordinately perform a complex 
sensing task based on their 
equipped devices. 

User recruitment is an 
important researching part of 
Crowdsensing.
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Objective ability 
 The user’s probability or 

frequency of covering the task 
locations 

Subjective collaboration likelihood 
 The collaboration likelihood 

with others when performing a 
cooperative task

Scenario. I Problem. I

The single-round  user 
recruitment problem
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Exploitation 
 Recruiting previously well-

behaved user groups

Exploration
 Exploring other unknown 

user groups

Scenario. II （Multi-round Scenario） Problem. II

EE dilemma & The multi-round  
user recruitment problem
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Scenario. I 

Objective ability & Subjective  
collaboration likelihood 

Problem. I

The single-round user recruitment 
problem

Scenario. II 

Exploitation & Exploration

Problem. II

The multi-round user recruitment 
problem
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Problem. I  -> Strategy. I

The single-round user recruitment 
strategy

G=(V,E)

The problem of finding the 
subgraph with maximum edge 
weight
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The problem of finding the 
minimum cut of the graph
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Problem. II -> Strategy. II 

The user recruitment strategy 
in the multi-round scenario

The single-round user 
recruitment strategy

Combinatorial Multi-armed 
bandit problem (CMAB)

 Update Strategy

Update based on the feedback
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Problem. II -> Strategy. II 

The user recruitment strategy 
in the multi-round scenario

Combinatorial Multi-armed 
bandit problem (CMAB)

 Update Strategy

Update on objective ability: Update on collaboration likelihood:

 Update Strategy
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Problem. II -> Strategy. II 

The user recruitment strategy 
in the multi-round scenario

Combinatorial Multi-armed 
bandit problem (CMAB)
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These three datasets contain both the user’s location and social 
information

Users’ objective abilities (frequencies of passing through the sensing 
areas) in different rounds follow a normal distribution
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▲ QoD evaluation in 
the single-round 
scenario

▲ QoD evaluation in 
the multi-round 
scenario

▲ QoD evaluation with 
the freedom degree

▲ QoD evaluation on different variables in the multi-round 
scenario
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▲ Loss evaluation in multiple rounds



Thanks for listening！
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