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Abstract—A variety of architectures have been designed or
repurposed for the task of facial forgery detection. While many of
these designs have seen great success, they largely fail to address
challenges these models may face in practice. A major challenge is
posed by generality, wherein models must be prepared to perform
in a variety of domains. In this paper, we investigate the ability of
state-of-the-art facial forgery detection architectures to general-
ize. We first propose two criteria for generality: reliably detect-
ing multiple spoofing techniques and reliably detecting unseen
spoofing techniques. We then devise experiments which measure
how a given architecture performs against these criteria. Our
analysis focuses on two state-of-the-art facial forgery detection ar-
chitectures, MesoNet and XceptionNet, both being convolutional
neural networks (CNNs). Our experiments use samples from six
state-of-the-art facial forgery techniques: Deepfakes, Face2Face,
FaceSwap, GANnotation, ICface, and X2Face. We find MesoNet
and XceptionNet show potential to generalize to multiple spoofing
techniques but with a slight trade-off in accuracy, and largely fail
against unseen techniques. We loosely extrapolate these results
to similar CNN architectures and emphasize the need for better
architectures to meet the challenges of generality.

Index Terms—CNN, facial forgery detection, image forgery
detection, video streaming

I. INTRODUCTION

Online video streaming has become an integral channel
of communication and information for much of the world’s
population. Video stream sites like YouTube and Vimeo find
themselves at the center of a this vast exchange. Just recently
in May of 2019, YouTube reached a monthly user base of two
billion people, more than a quarter of the world’s population
[1]. Not only do these sites serves as entertainment, but as an
integral means of staying informed about the world. In 2016, a
survey found that 62% of U.S. adults getting their news from
social media [2], a figure that is likely to be reflected in other
technologically advanced countries.

Recently, the phenomena known as “deep fakes” has pre-
sented a significant challenge to the trustworthiness of digital
videos. The term “deep fakes” refers generally to artificial
intelligence-based techniques for convincingly manipulating
faces, such that an individual can be made to appear as
though they are saying or doing something they never did.
Highlighting the dangers these technologies present, the US
House Intelligence Committee recently held a hearing to
discuss the national security concerns of deep fakes [3]. The
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Fig. 1: Feature extractor and classifier.

discussion centered around the concept of ‘“disinformation
wars”, a new form of cyberwarfare where spoofed videos could
be used to interfere with elections and upset markets, and in
turn erode public trust in journalism and the media. Outside the
political landscape, the rise of “virtual influencers” hints at the
potential for deep fakes to be used to mislead consumers [4].
These computer-generated models are being used to market
products with the attention they gain from appearing to be
real people. As tools like FaceSwap [5], DeepFaceLab [6], and
the Deepfakes app [7] demonstrate, the tools for manipulating
and spoofing human faces are increasing in availability, ease of
use, and believability. The need to develop tools to aid social
media sites and individuals in discerning real faces from fake
faces is of increasing relevance.

In this paper, we are looking at forgery detection techniques
built on CNNs. CNNs are specialized neural networks built to
mimic the visual cortex, and are used extensively for image
analysis. In particular, we are looking at CNNs used as simple
binary classifiers, outputting a simple “real” or “fake” identifi-
cation for a given image or video. These binary classifier can
be thought of as containing two parts, a feature extractor and
a classifier, pictured in Fig.1. The feature extractor is trained
to extract features from a input image, which then used by the
classifier to determine if the image is real or fake.

A number of architectures have been proposed for and ap-
plied to facial forgery detection [8] [9] [23] [22] [24] [21] [20].
Largely absent or sparsely mentioned in their analyses is their
ability to detect multiple spoofing techniques simultaneously
and the ability to detect unseen techniques. We refer to this as
the problem of generality. Our analysis focuses on two CNNss,
XceptionNet [8] and MesoNet [9]. These networks have been
shown to outperform other similar CNNs in facial forgery
detection [10], so we treat their behavior as exemplary of
similar architectures. Our training and testing sets will consist
of fake faces generated by the forgery methods of Deepfakes
[7], Face2Face [11], FaceSwap [5], GANnotation [12], ICface
[13], and X2Face [14]. These spoofing techniques are chosen
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Fig. 2: Facial forgery examples.

as they represent the state-of-the-art for various methods of
face spoofing.

We perform three experiments to ascertain the potential of
MesoNet and XceptionNet to generalize. For these experi-
ments, we extend the FaceForensics++ dataset [10]. Alongside
its video samples for Deepfakes, Face2Face, and FaceSwap,
we generate analogous sequences with GANnotation, ICface,
and X2Face. Our first experiment looks for similarities in the
features extracted for models trained on different classes of
fake faces. We find that while most classes shared identifying
features, they have unique features which are necessary for
higher detection accuracies, presenting a considerable chal-
lenge to generality. Our second experiment looks at how
MesoNet and XceptionNet perform on unseen data. Both are
revealed to perform quite poorly on unseen forgery techniques,
with only a marginal improvement when grouping together
multiple classes.

Our contributions are as follows:

o Present a new dataset of fake face videos generated with
the generative adversarial networks (GANs) of GANno-
tation, ICface, and X2face.

o Demonstrate that simple CNN binary classifiers for facial
forgery detection suffer a degradation in performance
when trained on multiple forgery techniques.

o Show that simple CNN binary classifiers for facial forgery
detection methods perform poorly against unseen forgery
techniques.

The remainder of the paper is organized as follows: Section
IT provides preliminary knowledge of several facial forgery and
detection methods. Section III describes three experiments,
followed by an explanation of our dataset in Section IV.
Each step of our experiments are described in Section V and
the results discussed in Section VI. Finally, Section VII and
VIII discuss related and future works, with our conclusion in
Section IX

II. PRELIMINARY

A. Facial Forgery Methods

We differentiate between two categories of facial forgery.
The terms “source” and “target” here refer to faces in videos
or images, where a source contains characteristics that will be
transfer to a target:

e Face swapping - Transferring a face from a source onto
a target, preserving the facial expression and pose of the
target (see Fig. 2b).

o Facial reenactment - Transferring the facial expression or
pose of a source onto a target, preserving the identity of
the target (see Fig. 2a).

The term “deep fakes” has been used colloquially to refer
to a wide range of face swapping techniques that utilize deep
learning. However within the scope of this paper, Deepfakes
[7] refers to a particular face swapping application. This Al-
based technique trains a model to reconstruct images of a
source and target face, then applies the portion of the model
that reconstructs the source’s face to the target’s face to
perform face swapping. FaceSwap [5] on the other hand is
a more traditional graphics-based approach to face swapping.
It uses facial landmarks to fit a 3D face model of a source
face, which is then aligned with a target’s face and blended
with the original image. Face2Face [11] is a graphics-based
approach to facial reenactment. It constructs a 3D model of a
source face, which is then aligned with a target’s face and the
expressions transferred. To create videos, these processes are
simply repeated frame-by-frame.

A more recent approach to facial reenactment is the use
of GANs [15]. The general approach is to train a generator
network to modify a source face to match the facial attributes
of a target, and to in turn train a discriminator network to
differentiate a real face from a fake face. By having these
models compete, the generative model approaches photo-
realistic results. Two such methods, GANnotation [12] and
ICface [13], work by extracting facial attributes—Ilike facial
landmarks, head pose, or Action Units [16]—from a source
image and transferring them to a target image. X2Face [14],
another GAN-based method, uses an arbitrary driving vector
to control a target face. This driving vector can be anything
from audio to the same facial attributes used for GANnotation
and ICface.

B. Facial Forgery Detection

This paper’s analysis is limited to CNN architectures which
perform the singular task of classifying individual images of
faces as real or fake. There are other architectures that perform
multiple tasks [23], are designed to adapt to new problem
domains [22], or which look at an entire video rather than
single frames [24]. But our analysis is limited to the afore-
mentioned category of architectures because they are more
prevalent than their more complex and specialized counterparts
allowing us to draw more salient comparisons. One such
architecture, MesoNet, proposed by Afchar et al. [9] refers to
two CNNs designed specifically for facial forgery detection.
They aim to overcome the data degradation introduced by
video compression by focusing on the mesoscopic properties
of images. We are focusing on MesoNet’s second network,
Mesolnception-4, which uses a variant of Inception modules
[17] to increase the range of features a model can extract.
XceptionNet, proposed by Chollet [8] is an general image
classification network derived from the Inception architecture



[17], where Inception modules have been replaced with depth-
wise separable convolutions to achieve similar effects. Xcep-
tionNet has been applied to facial forgery detection by Rossler
et al. alongside their FaceForensics [18] and FaceForensics++
[10] datasets, where it has been shown to outperform MesoNet
in the latter.

III. OVERVIEW

A. Adversary Model

In our adversary model, a malicious user aims to use
facial forgery to create videos where a victim appears to be
saying or doing something they did not do. This video is then
presented to an audience of unsuspecting viewers with the aim
of spreading false information about the victim. We assume
following: 1) the attacker has sufficient facial data of the victim
to create a convincing fake video; 2) the attacker has sufficient
time and resources to generate the fake video; 3) viewers
of the fake video cannot visually identify it as fake. This
presents a scenario where viewers will believe the contents
of a spoofed video to be real if not assisted. The objective of
facial forgery detection is to differentiate an attacker’s video
from real videos.

B. Experiment Configuration

We devise three sets of experiments to determine the gener-
ality of MesoNet and XceptionNet and in turn extrapolate the
generality of similar architectures. Through our experiments
we explore properties we will refer to as feature overlap and
transferability. When a feature extractor for a class of fake
images is found to extract features that can be used to identify
another class of fakes, we say the original class has feature
overlap with the second. Transferability refers to how well a
model performs on fake classes it has not been trained on.
Both these properties are considered to vary on a spectrum
from low to high.

1) Feature Overlap: For models to generalize, their feature
extractors must be capable of extracting identifying features
for multiple forgery techniques. To this end, we investigate
how much feature overlap their is between classes. More
specifically, we use transfer learning on pretrained MesoNet
and XceptionNet models, wherein we retrain models for one
fake class on another fake class without modifying their feature
extractors. The performance of these new models against their
new fake classes will tell us how well the features extracted
for the original fake classes overlap with the unseen classes’.
What we are specifically interested in seeing are the properties
of feature overlap and the overall degrees of feature overlap
for MesoNet and XceptionNet and how they differ.

2) Transferability: We also want to see how well MesoNet
and XceptionNet perform on unseen methods as we cannot
depend on having knowledge of all attackers’ methods. Most
interesting to us is the overall transferability of MesoNet and
Xception and how they differ.
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Fig. 3: Some feature overlaps for MesoNet.
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Fig. 4: Feature overlap coefficients.

IV. DATASET

For our dataset, we extended FaceForensics++ [10] with the
GAN-based reenactment techniques GANnotation, ICface, and
X2Face. The original dataset consists of 1,000 original video
sequences and 3,000 videos which have been manipulated by
Face2Face, Deepfakes, and FaceSwap, with predefined train-
ing, testing, and validation splits. All original and manipulated
sequences are provided on three levels of compression using
the H.264 codec with quantizations of 0, 23, and 40, which we
will refer to as lossless, visibly lossless, and lossy, respectively.
Using the same sources and targets, we generated 3,000
additional videos with GANnotation, ICface, and X2Face and
their compressed counterparts. For all 7,000 videos and for all
three levels of compression, we extracted a cropped image of a
face every 30 frames. 293,975 image samples were extracted
in total.

V. EXPERIMENTS

All our models are trained with the ADAM optimizer [19]
with a learning rate of 0.001, betas of 0.9 and 0.999, an epsilon
of 107, and use samples from all three compression levels.

A. Feature Overlap

We started with Mesolnception-4 and Xception models
trained on single facial forgery techniques for all compression
levels. For each model we froze their convolutional layers,
reset the neurons in their classification layers, and retrained
them on another forgery class for all combinations of classes.
To measure the performance of our new model, we devise the
feature overlap coefficient,

flay) =2 (1

2z
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where x is the class the feature extractor belongs to, y is
the class transferred to, z, is the true detection rate for class
2 with the original model, and z, is the true detection rate
for class y with the retrained model. We suppose a higher
value of f indicates a higher degree of feature overlap of x
with y, where a value of 1 or greater is ideal. Our resulting
coefficients are plotted in Fig. 4a for Mesolnception-4 and
Fig. 4b for Xception, where the rows correspond to the class
transferred from and columns to the class transferred to.

B. Transferability

For this experiment, we trained Mesolnception-4 and Xcep-
tion models on different combinations of fake classes then
tested them against all classes. When training on two or more
fake classes, there is a considerable imbalance between real
and fake samples. To combat this, we had the loss function
weigh every real and fake sample by the reciprocal of the total
number of real and fake in use, respectively. The resulting
accuracies are shown in Fig. 5 and Fig. 6. Higher accuracies
on unseen classes indicate higher transferability.

VI. DISCUSSION
A. Feature Overlap

Comparing Mesolnception-4 to Xception in Fig. 4, we
see that Mesolnception-4 has more feature overlap. This tell
us that degrees of feature overlap are not consistent across
architectures. Likewise, we see different relative degrees of
feature overlap between classes. For Mesolnception-4, for
example, there is more feature overlap for Deepfakes to ICface
than Deepfakes to X2Face, whereas the opposite is true for
Xception. To highlight some important properties of feature
overlap, we visualize several feature overlap relationships for
Mesolnception-4 in Fig. 3 as Venn diagrams. An important
takeaway from Fig. 3a is that while classes like GANnotation
and ICface are fully encompassed by Deepfakes’ features, the
opposite is not true. Feature overlap is rarely a one-to-one
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relationship. An important limitation of our analysis is pictured
in Fig. 3b. While we can ascertain there are shared features
between Deepfakes and Face2Face, Deepfakes and FaceSwap,
and Face2Face and FaceSwap, we cannot determine what
degree of features all three share. This unknown three-way
relationship is shaded black. We cannot expect feature overlap
relationships to be entirely consistent across architectures,
and some classes have more feature overlap than others.
The inconsistent degrees of feature overlap among various
fake classes for Mesolnception-4 and Xception suggest they
will have difficulties generalizing to multiple facial forgery
techniques.

B. Transferability

Looking first at our Mesolnception-4 models in Fig. 5,
we see there is very low transferability. Very few unseen
classes achieve accuracies above 20%, and GANnotation is
the only class to achieve decent unseen accuracies. Increasing
the number of classes trained on does appear to increase trans-
ferability. But this comes at the cost of lower real detection
rates. Looking at our results for Xception in Fig. 6, we see
even less transferability. Like Mesolnception-4, the transfer-
ability for Xception increases as we train on more classes,
but at the expense of real detection accuracy. Overall, both
Mesolnception-4 and Xception perform very poorly against
unseen facial forgery techniques.

VII. RELATED WORK

A number of architectures that mimic the essential CNN
structure of MesoNet and Xception shown in Fig. 1 have
been proposed for image forgery detection. Rahmouni et al.
[20] use “patch classification” to distinguish photo-realistic
computer graphics from natural images. They split an image
into tiles and tally to probability of each being fake to arrive
at a final verdict. Bayar and Stamm [21] proposed a CNN
for general image forgery detection that ignores the content of
images. Their aim is to focus on pixel-to-pixel relationship
that distinguish artifacts from different forgery techniques.
These networks have achieved accuracies of 44% — 70%
and 68% — 88%, respectively, against Deepfakes, Face2Face,
and FaceSwap [10]. In contrast to these networks are several
recent CNN architectures that expand upon the basic feature
extraction and classification structure. ForensicTransfer, pro-
posed by Cozzolino et al. [22], utilizes transfer learning to
increase transferability. Given only a only a few samples of
an unseen forgery technique, the network can be retrained to



effectively classify it. Nguyen et al. [23] proposed a multi-
task learning that both detects facial forgery and segments
the manipulated region of an image simultaneously. These
tasks share information with the aim of improving overall
performance and transferability. Sabir et al. [24] proposed a
recurrent network that exploits temporal information in videos
rather than looking at single frames in isolation.

VIII. FUTURE WORKS

Similar experiments could be performed on more ad-
vanced convolutional architectures like ForensicTransfer [22]
or Nguyen et al. [23]. While these detection methods are de-
signed to accomodate transferability, a more in-depth analysis
could reveal why their methods succeed and where they need
improvement. Our findings could also be used to inform the
creation of more generalizable models or counter-detection ef-
forts. Lastly, an exploration of more efficient architectures and
how improved run times correlate with generality could use
a similar analysis as ours. Designing facial forgery detection
models that are both efficient and general will be crucial both
for processing large streams of data on video streaming sites
and for integrating with consumer devices.

IX. CONCLUSION

In this paper, we analyze the ability of facial forgery
detection to generalize. We look at two state-of-the-art CNN
architectures for detecting facial forgery, MesoNet and Xcep-
tion, and their ability to generalize. We devised quantitative
methods for ascertaining feature similarities (and dissimilar-
ities) between models trained on different techniques and
measuring transferability. With these methods we found that
both architectures are capable of achieving consistent accu-
racies across varying compression levels without significant
sacrifices in accuracy, but largely fail when tested against
unseen data. While networks of this type show potential to
generalize, they ultimately fail to accurately and reliably detect
unseen methods. We must explore new architectures to achieve
truly general facial forgery detection.
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