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Abstract Accountability in computing implies that an entity should be held responsible

for its behaviors with verifiable evidence. In order to study accountability, quantitative

methods would be very helpful. Even though there are some researches in accountability,

there are no other works which study quantitative accountability in practical settings, while

quantitative accountability is defined as using quantities or metrics to measure account-

ability. In this paper, we propose P-Accountability, which is a quantitative approach to

assess the degree of accountability for practical systems. P-Accountability is defined with

two versions, a flat model and a hierarchical one, which can be chosen to use depending on

how complex the system is. We then provide a complete case study that applies P-Ac-

countability to PeerReview, which provides Byzantine fault detection for distributed

systems. In addition, we propose Traceable PeerReview, which is our effort to apply

PeerReview to wireless multi-hop environments. In addition, through the system evalua-

tion we can show that the simulation outcomes are aligned with the numeric results.
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1 Introduction

Recent advances have witnessed the development and application of accountability, which

has become a core requirement of building trustworthy computer systems [1] and

dependable networked systems [2, 3]. Generally, accountability in computing implies that

an entity should be held responsible for its own activities with verifiable evidence [4]. Prior

researches have discussed the design of accountable systems in different contexts,

including accountable logging using flow-net [4, 5] and virtual flow-net [6], a multi-

resolution flow-net accountable logging [7, 8], a quantitative accountable logging method

[9, 10], an accountability system called PeerReview in distributed systems with deter-

ministic protocols in terms of ensuring detecting Byzantine (i.e., arbitrary) faults [11], a

design for ID accountability in terms of using self-certifying network layer addresses for

future Internet [12, 13], a design of source signature and verification for packets in a future

Internet architecture [14], an extension of PeerReview called Cryptographically Strong,

Accountable Randomness (CSAR) with an effort to achieve accountability for distributed

systems that use randomized protocols [15], an accountable method of detecting and

preventing from malicious software modification and violations in virtual networks [16], a

layered trust management to support accountability in email systems [17], an account-

ability interface called AudIt for ISPs for handling packet loss and delay [18], an

accountable network storage service called Certified Accountable Tamper-evident Storage

service (CATS) for evidence of read and write responses [19], an effort to add account-

able congestion for Transmission Control Protocol (TCP) and the Internet Protocol (IP)

[20, 21], an accountable operating system (OS) in terms of providing accountable admin-

istrators [22–24], an approach for temporal accountability for medical sensor networks

[25], an accountable method for household appliances in terms of power usage [26, 27], an

accountable framework for sensing-oriented mobile cloud computing [28], a mutual ver-

ifiable provable data possession scheme for public cloud storage [29, 30], etc.

Through the previous studies that we have investigated, we observe that accountability

was interpreted differently for each specific system. However, the common core of

accountability is honored. In summary, an accountable computing system is by design (1)

for responsibility assignment with irrefutable evidence, and (2) for applying the reward and

punishment to the responsible party, if necessary. It is challenging to achieve these two

goals, because in a complex networked system, any entity could be responsible for an event

(e.g., a cloud server, a Personal Computer (PC), a mobile device, a router/switch, a smart

phone App). When a network incident occurs (e.g., external attacks or system miscon-

figuration), the network operator needs to identify the origin of related events and then

apply fixies. However, to prevent a responsible entity from denying its behavior, an

accountable system must present irrefutable evidence that can prove an entity’s misbe-

havior, and this verification can be either conducted by other correct entities or a third

party. Based on the evidence, every entity can be held responsible, and punishment or

reward can be applied thereafter.

The motivations of this paper are as follows. First, we regard accountability as a system

feature which is constrained by certain requirements. In this case, it is beneficial to have a

practical and unified metric for accountability assessment, as this quantified information

will supply valuable guidance for system improvement. Second, prior research shows that

it is usually unaffordable to implement a system with perfect accountability due to various

touch conditions and uncertainties in the real world such as strong identification for every

computing device [11, 13, 14], per-hop/message verification [11], and a powerful
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repository/logging system [4, 8, 19], which generate tremendous computational and stor-

age overhead that contribute to performance degradation for production network. In

addition, it is difficult to achieve perfect accountability for a networked system due to

numerous network dynamics such as packet delay, packet loss, and node failure.

Even though there are some researches in accountability, there are no other works which

study quantitative accountability in practical settings, while quantitative accountability is

defined as using quantities or metrics to measure accountability. In this paper, we propose a

practical guidance that instead of pursuing perfect accountability, system designers only

need to provide satisfactory accountability so that system resources will not be overcon-

sumed. To this end, it is essential to study the balance of accountability and system

overhead. A quantitative study of accountability is the first step to achieve this goal.

Our goal is to find out the capability of a system in terms of accountability. In this paper,

we develop P-Accountability, a generic model for accountability assessment for networked

systems. P-Accountability models an accountable network system by abstracting the

notions of entities, events, and the mapping relation between them. P-Accountability

should be customized to suit the needs for a practical system. First, we need to identify the

event space and entity space for a system, and then find out the factors that may affect the

degree of accountability in order to give formal analysis and an empirical study.

The contributions of this paper are explained as follows:

• We propose P-Accountability, which is a quantitative model for accountability

assessment. The model includes two parts: a flat model and a hierarchical model. The

flat model is applicable to accountable systems with flat structures, meaning that the

entities are on the same logical level. We then extend the flat model to a hierarchical

model, which considers a multi-level environment where each entity in a certain level

may be further composed of fine-grained entities in a lower level. This indicates that

blame may be assigned to a more concrete entity in some circumstances. P-Account-

ability derives from practical needs, and we also propose an analytical method to study

a system to approach the experimental results.

• We provide a complete case study to apply P-Accountability to PeerReview, which

studies the Byzantine fault detection problem (i.e., the problem to detect Byzantine

faults) for distributed systems. Note that Byzantine faults are important since they

exhibit arbitrary behaviors. We discover that message loss may be a key factor to affect

accountability provided by PeerReview. We demonstrate that P-Accountability can be

adopted to assess PeerReview given that message loss is inevitable.

• With the feedback we obtain from the case study, we propose Traceable PeerReview

which extends PeerReview to a wireless multi-hop network environment.

• Our evaluation results show that P-Accountability is effective in the assessment of

accountability.

We structure the rest of the paper as follows: we review the prior studies in Sect. 2. We

then define two models of P-Accountability in Sects. 3 and 4, respectively. In Sect. 5, we

conduct a case study that applies P-Accountability to PeerReview. Section 6 proposes

Traceable PeerReview, which extends PeerReview to a wireless multi-hop environment.

Section 7 discusses the evaluation outcomes. The paper is concluded in Sect. 8.
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2 Related Work

2.1 Existing Accountable Systems

Accountability has been applied to a variety of networked systems for security enhance-

ment. Certified Accountable Tamper-evident Storage service (CATS) [19] is an applica-

tion-level storage service providing verifiable misbehavior detection. AudIt [18] is

described as an accountability interface that facilitates ISPs to determine the Adminis-

trative Domains (ADs) that are responsible for dropping or delaying the traffic. The authors

in [13, 14] present Accountable Internet Protocol (AIP), which employs a hierarchy of self-

certifying addresses to enable network-layer accountability to ensure that a forged IP

address can be detected with verifiable evidence. However, AIP requires modifying the

current IP protocol, which is unlikely to be immediately deployed. As an alternative to

AIP, the authors in [14] design a perfect accountability scheme by binding an unforgeable

signature to each packet and having the closest router verify it for fake IP detection.

PeerReview in [11, 31] offers accountability support for distributed systems that suffer

Byzantine faults in a deterministic environment via a tamper-evident logging scheme to

record node’s actions and a witness scheme to conduct periodical status checking for every

node in the system. Cryptographically Strong, Accountable Randomness (CSAR) [15]

extends PeerReview’s work to ensure that a Random Number Generator is accountable for

all the numbers it generates with verifiable proof; this property fulfills the need of

accountability for a randomized system. The authors in [25] study temporal accountability

for medical sensor networks, also adopting some of the techniques of PeerReview. The

authors in [26, 27] study accountable home appliances in smart grids and some of the

methods of PeerReview are also adopted.

The authors in [16] propose two approaches to enable accountability in hosted virtual

networks. The first approach leverages network measurement techniques to detect viola-

tions of Service Level Agreements (SLAs), and the second approach re-architects a router

to prevent SLA violation beforehand. The authors in [17] have proposed a layered trust

management framework to help email receivers eliminate their unwitting trust and provide

them with accountability support. Re-Explicit-Congestion-Notification (Re-ECN) [20, 21]

is able to locate congestion points in a network such that upstream parties causing con-

gestions can be identified; Re-ECN requires changing the current TCP specification. The

authors in [22–24] have proposed an accountable administration model for operating

systems where all system administrators can be accounted for even if they are untrust-

worthy. The authors in have proposed Flow-Net [4–6] which is a logging mechanism that

captures events and the relations among them for system accountability. The authors in

[8, 9] extends Flow-Net to have multiple resolutions. The authors in [9, 10] study

accountable logging and logging overhead. Flow-Net can be implemented as an OS kernel

service [22, 23] to capture, log, and audit events with multiple granularities, and thus

become a system-level tool for evidence generation in the design of accountable systems.

Based on the systems we have surveyed, we conclude that one needs to specify three core

elements for an accountability scheme, i.e., entity, event, and evidence, in which an entity

can generate various events, while evidence is used to link an event to the responsible

entities.

Despite the abundant research efforts, accountability has not been widely deployed in

real world settings. Researchers have designed and tested several systems

[11, 15, 19, 22, 23] for experimental purposes. In terms of performance evaluation, prior
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studies mainly focus on general performance metrics such as system response time,

communication overhead, and throughput, while the core property, i.e., accountability, has

not been well evaluated. To this end, a generic model is desired to assess accountability for

the aforementioned systems. P-Accountability is an attempt to fulfill this demand. Even

though the papers [9, 10] consider accountable metrics, they focus on accountable logging

while this paper focuses on root-cause of accountability, which is the core aspect of

accountability and is more important. Note that a short and preliminary version of this

work was presented in the conference [32].

The authors in [33–35] provides verifiable proofs for cloud out-source data including

image data and image data retrievals. The authors in [36, 37] studies provable digital

evidence for networks.

2.2 Theoretical Definitions of Accountability

Security quantification [38–40] has been studied in recent years. There are a few prior

works attempting to formally define accountability. However, in most definitions, the

degree of accountability decreases due to internal problems such as cryptographic design

flaws. Our model focuses on external and practical factors (e.g., network dynamics) that

affect the degree of accountability. These factors may not be considered when the protocol

is designed in the first place, but they may become significant when the system is running

in real world.

The authors in [41] develop a mathematical model that employs an inductive method

[42] to verify accountability protocols. Two factors including validity of evidence and

fairness are used to verify the accuracy of accountability protocols. The model has been

applied to protocol analysis for a certified email protocol and a non-repudiation protocol.

The authors in [43] propose an accountability model based on I/O automata, Com-

municating Sequential Processes, and discrete timed process algebra. The model enables

auditors to identify dishonest party in a protocol with pre-defined specification. The issue

of the proposed model is its inability to handle cryptography.

The authors in [44] present a general definition of accountability based on p - calculus

[45] and IO/automata, as well as with interpretations in both symbolic and computational

models. Informally, the proposed model highlights two features of accountability: (1)

fairness implies that honest parties will not be falsely blamed; (2) completeness, on the

other hand, implies that dishonest parties will be blamed. In addition, the authors have

applied the proposed model to three protocols as case studies.

The authors in [46] propose an accountability model that firstly takes anonymity into

account, as some applications requires keeping parties anonymous unless someone breaks

the security policy. From this point of view, the proposed model is more versatile.

3 A Flat Model for P-Accountability

A typical notation style is employed throughout the paper: capitalized letters like V and E,

represent set, and lowercase letters like v and e, denote members of corresponding sets.
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3.1 A Flat Model

The major concern of prior studies [11–13, 15, 17, 18] is to generate verifiable evidence

that is used to hold each entity accountable for its actions (i.e., events). However, the

entities and events in different contexts differ. Therefore, a networked system can be

modeled as Q = (V, E), in which V and E are the entity set and the event set, respectively.

Precisely, V = {v|v is an entity in the system}, and E = {e|e is an event in the system}.

Typically, an event is caused by one or multiple entities. Let Ve denote a set of entities that

cause an event e. A typical accountable system should be able to handle blame assignment,

which can be modeled as a mapping function: a:E ? {Ve|Ve ( V} that takes as input an

event e and returns an entity (or entities) generating (or causing) the event. Ideally, the

mapping function will always output the correct results. The ideal situation is named as a

perfect mapping (PM). Formally, a mapping becomes a PM if and only if

a(e) = Ve|PM ( V, where Ve|PM is the complete set of responsible entities. In real world

systems, however, perfect mapping is difficult to achieve due to many external factors such

as network dynamics. In that case, we have a(e) = Ve , Ve|PM ( V, which indeed makes

the system less accountable, as not all responsible parties can be identified. However, we

still regard it as a correct mapping, because none of returned results are incorrect. For

instance, an Internet packet is delayed by multiple admin domains including AD1, AD2,

and AD3, while only AD1 is picked up by the accountable system responsible for the delay

event. The mapping in this case is correct, but not perfect.

Definition 1 Accountability in a networked system Q = (V, E), for Ve 2 E, if a(e) is a
PM, then the system is accountable; otherwise the system is non-accountable. In other

words, accountability A(Q) is defined as

AðQÞ ¼
Y

e2E
IðaðeÞ is a PMÞ ð1Þ

where I(x) is an indication function, which returns 1 is if x is true and 0 otherwise.

Definition 1 implies that accountability is binary. Value 1 indicates perfect account-

ability for the system, while value 0 indicates that the system is completely non-ac-

countable. As mentioned in Sect. 1, perfect accountability is usually not feasible to achieve

in practical settings due to various uncertainties and rigorous conditions. In another word,

the mapping could be correct but not perfect. Apparently, a binary value is not sufficient to

describe the degree of accountability. To fill this gap, we propose P-Accountability, in

which the prefix ‘‘P’’ represents both performance and probability. P-Accountability

intends to be a performance metric for empirical study, as well as a probabilistic analysis

approach.

Definition 2 P-Accountability (flat model) in a network system Q = (V, E), where |E|

denotes the number of total events in E, P-Accountability AF(Q) is defined as follows:

AFðQÞ ¼
1

jEj �
X

e2E

jVej
jVejPMj

� IðaðeÞ is correctÞ
� �

: ð2Þ

Definition (2) is a fine-grained model, compared to definition (1). Meanwhile, when the

system is perfectly accountable, i.e., for Ve 2 E, IðaðeÞ is a PMÞ � 1, (1) and (2) are
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consistent, since AF(Q) equals one in this particular case. In this paper, once P-Account-

ability is defined in (2), the definition of accountability in (1) does not need to be used.

Model (2) gives an empirical definition which is applicable to practical systems, while it

is not convenient for analysis. Let P(e) be the probability that aðeÞ is a PM. We can then

estimate P-Accountability using a probabilistic approach:

AFðQÞ � ~AðQÞ � PðeÞ

3.2 Usage of the Flat Model

The flat model can be generally applied to any flat networked system in which entities and

events can represent appropriate system elements. For instance, AIP [12] is able to detect

Internet hosts with forged IPs. Therefore, a network device with an IP can be a basic entity.

Meanwhile, a basic event could be ‘‘host A 10.0.0.6 sends a message to host B 10.0.0.5’’.

AIP is able to determine whether host A and host B are the machines they claimed to be.

The flat mode can also be applied to Audit [18], which is able to hold each admin domain

accountable for the packets passing through it. In this case, an admin domain is a basic

entity, while an event could be that how a packet is handled within a domain, i.e., relayed

or dropped. It is convenient to use the flat model to assess system accountability once we

can determine the entity space and event space. We conduct a complete case study that

applies P-Accountability to PeerReview in Sect. 5.

4 A Hierarchical Model for P-Accountability

P-Accountability defined in the previous section is only applicable to a flat network model,

which drives us to dive into a more mixed network setting consisting of multiple hierar-

chies. To enhance the applicability of P-Accountability, we extend the flat model to a

hierarchical model, which is able to handle such circumstances.

4.1 A Hierarchical Definition of Accountability

A networked system is a collection of a variety of network devices with different software

running on the platform [47]. From a logical point of view, a hierarchical structure can be

used to describe a network [48]. Each hierarchy consists of one kind of entities. Table 1

describes an example network with five hierarchies, in which the top one H1 represents the

entire network; depending on the context, H1 could be as large as the Internet, or as small

Table 1 An example network with five hierarchies

Hierarchy Description Entities

H1 Network Internet, WAN, LAN, PAN, etc.

H2 Sub-networks Federal departments, universities, enterprises, other administrative
domains, etc.

H3 Devices Routers, PCs, smart phones, etc.

H4 Applications Computer programs

H5 Conversational
Elements

Messages, packets, traffic flows, etc.
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as a Personal Area Network (PAN) [49, 50]. H2 is comprised of domains/sub-networks. In

this paper, we loosely define H2 which contains all sub-networks regardless of the internal

relations among them. H3 consists of all kinds of devices with network interface cards,

while H4 is a layer of software applications that run on top of devices of H3. Apparently, a

physical device will host multiple applications. H5, the bottom layer, is made up of con-

versational elements which are essentially messages generated by H4 applications and

passed among H3 devices. It is worth noting that the above structure can be customized

depending on the particular system being considered. For example, when a system lies

within a PAN, H2 is not needed. Also, when we model a networked system with embedded

devices connected together, a possible case is that each device may only host one appli-

cation; e.g., the only mission of a temperature sensor node is to capture the environment

temperature and report to the control node. In this case, H3 and H4 are essentially the same

so it is meaningless to distinguish them.

This hierarchical structure provides more flexibility in the assessment of accountability.

For instance, one of the challenges to defend against Denial of Service attacks is to identify

the source of attacking traffic, which is possibly generated by some H4 malware on some

H3 zombie machines from multiple H2 organization networks across the world. Obviously,

the level of the identified attack source will determine the degree of accountability. For

instance, consider an event ‘‘a zero-day virus x running on a Bat machine y in company

z launched an attack toward an Internet target’’, we call the virus program x the root cause

of this event. If a system is able to identify the root cause for most events, its accountability

level should be valued higher, compared to a system that can only pinpoint a causal entity

from upper hierarchies such as the machine y or the company network z in this case.

To generalize the model, a network consists of n hierarchies. Let Hi (1 B i B n) rep-

resent the ith hierarchy. To be consistent, we still let V and E denote a set of entities set and

a set of events, respectively. However, in this model, an event is caused by entities at

different hierarchies, meaning that the event cause has granularities. The definition of the

mapping function a does not change, but the result entity set Ve should locate at a certain

hierarchy. In addition, if different granularities are considered, a(e) might output multiple

responsible entities in different hierarchies. For instance, if an event e is caused by v, which

is a H4 program running on a H3 device u, then we regard both v and u are correct results of

a(e). Apparently, v has a finer granularity than u; as such, v is a better candidate to describe
the event cause. Essentially, a more accountable system should have a higher chance to

identify responsible entities with finer granularity. Therefore, the notion of perfect map-

ping is redefined as ‘‘for all e 2 E, the mapping result Ve is correct, complete, and is

located at the deepest hierarchical level’’. A result being the deepest means that the system

is able to find a correct result with the finest granularity.

Definition 3 P-Accountability (hierarchical model) in a networked system, P-Account-

ability AH(H) is defined as follows:

AHðHÞ ¼ 1

jEj �
X

e2E

de

dejPM
� jVej
jVejCj

� IðaðeÞ is correctÞ
� �

ð3Þ

In the above definition, de and de|PM denote the indices of the hierarchies where Ve and

Ve|PM are located at, respectively. Ve|C denotes the complete and correct entity set for event

e at hierarchy de. Obviously, if Ve lies in a higher hierarchy than Ve|PM, then event e is less
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accountable, because existing evidence does not generate a PM that points to the root

causal entities.

4.2 Example: P-Accountability for AudIt

AudIt enables Internet Service Providers (ISPs) to proactively send feedback to the traffic

source regarding link quality. The proposed hierarchical model can be applied to AudIt, for

which we have H2 admin domains, H3 PCs and routers, as well as H4 applications. The

main event for an AD is relaying traffic, i.e., a packet could be relayed or dropped. Our

model assigns a higher value of accountability to the system, if a H3 router or a network

interface card can be identified being responsible for an event of packet loss. Also, the

corresponding version of the probabilistic model can be given as the probability that a

responsible router or network interface card can be identified for a packet drop/delay event.

5 Applying P-Accountability to PeerReview

5.1 PeerReview Overview

PeeReview [11] implements a set of protocols that apply to generic distributed systems.

PeerReview offers robust Byzantine fault detection such that nodes with misbehaviors can

be witnessed by honest nodes, which produce evidence to irrefutably link a faculty or

malicious node with bad actions. The following describes the assumptions of PeerReview:

• Each node owns a deterministic application, indicating that a certain input will yield the

same output regardless of the current state of the system. PeerReivew relies on a

reference mechanism to examine the behavior of nodes. In another word, output

produced by the reference will be compared to the one produced by a node, and if they

are not matched, the node should be flagged.

• Each message will be eventually transmitted to the destination, if sufficient

retransmissions are applied.

• Identify of a node cannot be forged due to the security of public key infrastructure.

• A node can be indicated as either ‘trusted’, ‘suspected’, or ‘exposed’.

• A set of witness x(k) is used to closely monitor the behavior of node k; if k is detected

faulty, other nodes in the system will be notified by the witnesses.

There are six corner stones for PeerReview, including commitment protocol, tamper-

evident logs, audit protocol, consistency protocol, evidence transfer protocol, and chal-

lenge/response protocol. In addition, PeerReview uses ak
j to denote the evidence, which is

essentially a signed statement by node j with its private key. With ak
j , another node i can

verify that node j has correctly logged event ek, which specifies j’s action at the moment, as

well as all events before ek. PeerReview ensures that node j is unable to falsify ek without

being detected, because all evidence will be available to the entire network, and the witness

scheme makes sure that a node will be examined periodically.

Results in [31] show that PeerReview cannot achieve a high degree of accountability in

a complex network environment (e.g., the Internet) due to the end-to-end packet dynamics

[51]; in addition, false accusations may happen because messages could be eventually lost.

Eventual message loss means that both the direct and the witness assisted deliveries fail,

thus the message will never reach the destination.
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5.2 Network Model

The flat model suits PeerReview very well because there is merely one hierarchy which

contains all nodes (i.e., hosts) in a distributed system. Before further analysis is given, we

introduce some notations:

Q(V, E) A networked system supported by PeerReview. V and E denote the entity set

and the event set, respectively. More concrete definitions of V and E will be

given later in this section

VH A set of honest nodes in the system such that VH ( V

u The fraction of faulty nodes. Note that u is not unchanged. It could be low when

the system is started, but it will increase as some honest nodes may be

compromised and become faulty or malicious. Later on, u may shrink due to the

eviction of compromised nodes in an accountable system

w The size of witnesses. In this paper, we assume that the all nodes have the same

witness size, which is a constant value w, i.e., Vv 2 V, |x(v)| = w. In the

simulation, the w can be adjusted as a parameter

5.3 P-Accountability of PeerReview

In order to evaluate the system accountability for PeerReview, we first give analysis that

how a node can judge another one, as well as the underlying reasons. Nodes in a networked

system can have three possible statuses defined in set O = {Correct (C), Faulty (F),

Ignorant (I)}, and we let ov be the node v’s status. An ignorant node refers to a node that is

unresponsive to any incoming message. A faulty node refers to a node whose behavior can

be arbitrary. Rigorously, an ignorant status is a special case of the faulty status. A correct

node refers to an honest node whose actions comply with the protocol specification. When

a node is compromised, it becomes be either faulty or ignorant.

An indication of a node refers to the way it is judged by other nodes. PeerReview has

given three kinds of indications from a set U = {Trusted (T), Exposed (X), Suspected (S)}.

Each node v keeps a table of indications for all nodes in the network. Let Cv = {\
i, ui,v[ |i 2 V, ui,v 2 U} denote the table kept at node v. ui,v is an indication of node i from

v’s viewpoint. As such, a node can be trusted, exposed, or suspected by any other node, and

the indication will be recorded. When the system just starts, each node v’s indication

table will be initialized as Cv ¼ f\i; ui;v [ j8i 2 V; ui;v¼Tg; in other words, node v trusts

every other node in the initial state. However, Cv will be dynamically updated as the

system is running.

Figure 1 shows three kinds of indications along with the corresponding three node

statuses. Formally, let ui,v|oi denote the result of i indicated by v, given that the real status

Correct (C)

Faulty (F)

Ignorant (I)

Trusted (T)

Exposed (X)

Suspected (S)

Status IndicationFig. 1 Statuses and indications
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of node i is oi. For instance, (ui,v = T)|(oi = C) = T|C means that node i is ‘Trusted’ by

node v when node i is a correct node. From a combination point of view, apparently, there

are nine possibilities, listed in Table 2.

Table 2 shows that there are three accurate indications and six false indications, i.e.,

errors. In this paper, we regard message loss as the only cause of errors. As mentioned,

PeerReview enables a temporarily lost message to eventually reach the destination, which

essentially turns off message loss. In theory, a PeerReview-supported system is error free

and perfectly accountable, while in reality this assumption is too strong.

The PeerReview primitives determines that event X|I will never occur, because no

evidence can be provided to expose an ignorant node. Even under the new assumption that

a message may never reach the destination, the fact of absence for event X|I will not

change.

Definition 4 False positives cover two cases: (1) a faulty node is Trusted, i.e., T|F; (2) an

ignorant node is Trusted, i.e., T|I.

Definition 5 False negative cover two cases: (1) a correct node is Exposed, i.e., X|C; (2)

a correct node is Suspected, i.e., S|C.

For PeerReview, the event space is defined as E = {(i,j)|Vi 2 V, Vj 2 VH, node i is

indicated by node j}. The size of event set is thus |E| = |V| � |VH|. We also define a PM as a

node i being correctly indicated by node j. Therefore, P-Accountability for PeerReview can

be defined:

AFðQÞ ¼
P

v2V Number of PMs at node vð Þ
jV j � jVH j

ð4Þ

For Vv 2 V, let PC be the probability of node v correctly indicating the status of any

other node in V, and PFP and PFN denote the probabilities of false positive and false

negative, respectively. We obtain the probabilistic model of P-Accountability ~AðQÞ as

follows.

~AðQÞ ¼ PC ¼ 1� PFP � PFN ð5Þ

Equation (5) is a probabilistic approach to measure accountability. In order to calculate

PC we will first calculate the End-to-end (E2E) Message Loss Probability (MLP) and

eventual MLP, and then obtain PFP and PFN, respectively.

5.3.1 E2E MLP and Eventual MLP

Let P0 be the E2E MLP between any two end nodes. In PeerReview, however, a tem-

porary message loss event does not imply an eventual message loss, as the challenge/

response protocol will retransmit the lost message later on using a challenge message.

Figure 2 describes this situation: node j sends a message to i, while the message is lost

due to network issues. As there is no response from i, node j decides to initiate the

Table 2 Nine indication possibilities of UI,V|OI

Accurate indication Error

T|C, X|F, S|I X|C, S|C, T|F, S|F, T|I, X|I
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challenge/response protocol by creating a challenge, and send it to i’s witnesses, i.e.,

x(i), which will forward the challenge to i. Let Pe denote the probability that a message

is eventually lost, we can conclude that a message is eventually lost if and only if all

challenges forwarded by witnesses are lost. The statement yields the following

calculation.

Pe ¼ P0 �
Xw

r¼0

w

r

 !
� 1� P0ð Þr�Pw�r

0 � Pr
0

 !

¼ Pwþ1
0 �

Xw

r¼0

w

r

 !
� 1� P0ð Þr�1w�r

 !

¼ Pwþ1
0 2� P0ð Þw

ð6Þ

5.3.2 False Positive

To indicate the status of a node i, node j needs to constantly fetch a set of evidence

from i’s witnesses. Once there is any accusation from the evidence set pointing to i,

node i will not be trusted by j anymore. Nevertheless, we cannot assume that all

witnesses are trustworthy as some of them may become compromised and controlled

by hackers. A compromised witness is capable of accusing a correct node or tolerating

a faulty node with fabricated evidence. Luckily, PeerReview is able to prevent a piece

of evidence from being forged. Therefore, as long as at least one witness is honest

(which is also assumed by PeerReview), the only cause of false positive is that all

messages containing evidence are lost. Therefore, after one operation of evidence

transfer protocol, we have

PFP ¼ Pw�ð1�/Þ
e ð7Þ

The system will run the evidence transfer protocol when it is needed, and each run is

independent. In other words, if we take a snapshot of the system at a certain moment, we

will discover all status indications only depends on the latest run of the evidence transfer.

The issue is that as u keeps growing, resulting limu?1 PFP = limu?1 Pe
w(1-u) = 1. This

means that if all witnesses of i turns faulty, i will always be trusted.

j i

w

Witness of i

ch
al chal

msg
S1

S2 S3

Fig. 2 Communication in
PeerReview
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5.3.3 False Negative

False negative consists of X|C and S|C. The cause of X|C is twofold: (1) if i is a witness of j,

X|C will be caused by message loss in auditing; (2) if i is not a witness of j, X|C will occur

because some witnesses of j, which also suffer X|C, forward wrong evidence to node i. For

the second cause, let r be the number of honest witnesses that suffer error X|C, so r pieces

of faulty evidence will be generated and distributed. If by any chance any of the r evidence

messages arrives at node i, then I will also be suffering X|C. For convenience of derivation,

we assume that for each time of audit one log segment will be sliced into �l small pieces

and loaded into �l messages. The probability of false negative is given below:

PFN ¼ PrðXjCÞ þ PrðSjCÞ ð8Þ

in which

PrðXjCÞ ¼ w

N
� 1� 1� Peð Þl
� �

þ 1� w

N

� �
�
Xwð1�uÞ

r¼0

wð1� uÞ
r

� �
� 1� 1� Peð Þl
� �r

� 1� Pr
e

� �� � ð9Þ

PrðSjCÞ ¼ Pe þ ð1� PeÞ � P0 ð10Þ

A proof sketch of (9) is given as follows: Consider a correct node x. There are two cases

in which node x will be exposed by another correct node y. Case 1: node y is one of node

x’s witnesses (with probability w/N), and at least 1 msg of �l messages are eventually lost

(with prob. 1� 1� Peð Þl
� �

). Case 2: node y is not node x’s witness (with prob. (1 - w/

N)); if there are r witnesses of node x that have already suffered X|C, they will pass the

fault evidence (r in total) to node y. Therefore, node y will suffer X|C if and only if at least

one evidence of r reaches node y.

Based on Eqs. (5)–(10), we obtain ~AðQÞ for PeerReview.

Theorem 1 In the PeerReview context, if eventual message loss exists during the system

lifetime, the entire system will ultimately become entirely non-accountable.

Proof In a practical system, it is likely that the eventual message loss rate is not equal to

0 all the time, thus AF(Q) will keep decreasing and ultimately reach 0, because that

eventual message loss results in errors. If more and more messages are lost, more errors

will show up and accumulate; in the end, the percentage of correct indications will drop to

zero. In other words, P-Accountability reaches 0. Therefore, the system becomes non-

accountable at all. h

6 Accountable Wireless Multi-hop Networks

PeerReview-supported systems mainly consider end-to-end communication, which suits

generic distribute systems very well. However, for a multi-hop network, we argue that

although the fundamental idea of PeerReview still applies, there are some critical chal-

lenges that require additional efforts. For example, relay nodes play an important role in a

multi-hop network. When a relay is compromised, new vulnerabilities will emerge.

PeerReview is unable to deal with a malicious relay as its function differs from an end
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node. This concern leads us to design Traceable PeerReview (TPR), which is an extension

of the original version in the multi-hop network environment. In particular, a new protocol

called Message Tracing protocol is designed and integrated into the original protocol set.

A wireless channel suffers various network dynamics such as interference, congestion,

and packet loss/delay [52]. If a message is lost, any hop could be the cause of it. The

default number of retransmissions for IEEE 802.11 is seven [53, 54], which opens the door

of message loss given a bad channel. In addition, nodes in a system may be down due to

misconfiguration, program crash, external attack, and so on, leading to an unstable wireless

connection. Therefore, a message may never be able to reach the destination, i.e., message

eventual loss. In this section, message loss is considered as a factor for the analysis of

P-Accountability for TPR.

6.1 TPR Environment

A wireless multi-hop network presents some characteristics that are different from a

generic distributed system:

1. In additions to being source and destination, a node also plays a third role of relay.

2. We define a path between nodes S and D as ZS,D = hS, R1, R2, …, Rl, Di, where
R1, R2, …, Rl are the relays. If a message chooses path ZS,D, it takes (l ? 1) hops to

reach the destination.

3. In addition to the E2E ACK, a new type of ACK called Hop ACK is enabled in the

multi-hop environment. A Hop ACK is used to indicate successful message delivery

between hops. In particular, if a Hop ACK is not received by the sender if after q-1

retransmissions, the sender will pick another route.

6.2 Problem Description

Potential vulnerabilities will emerge when simply apply PeerReview to the wireless multi-

hop network. As shown in Fig. 3, a message travels through multiple relays to reach the

destination. Let ZS,D = hS, R1, R2, …, Rl, Di be the path of the message, then the delivery

will be successful if and only if (1) all relays in the path are honest, and (2) the message is

not lost along the route. Consider the case that a relay, say Rk, is faulty, then there might be

a few possible consequences:

1. Rk is inactive to messages coming from source S, meaning that the connection from S

to D will never be established.

DS R1

Rk

Rl

Witness set of Rk
Fig. 3 Relays in a multi-hop
network
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2. Rk selectively or randomly relays the traffic from S; as such, recipient D is unable to

obtain a complete message from the source.

3. Rk performs a replay attack by re-sending a message to D, which may cause a denial of

service on D.

4. Rk may intentionally or mistakenly relay a message to a different recipient other than

D, leading to a data leakage incident.

PeerReview is capable of dealing with the above problems only if the relay Rk keeps its

log faithfully, because logs will be replayed by Rk’s witnesses, who inform other nodes to

expose Rk if there is any action that deviates from the reference. However, if Rk takes a

more intelligent strategy to not leave any evidence about message relay in its logs, then

PeerReview will not be able to expose it. For instance, a malicious relay Rk receives a

message mx, but instead of delivering it to the next hop, Rk discards mx and does not update

its log. Later on, when Rk’s log is checked by the witnesses, mx will never appear in the log

entries, meaning that PeerReview is not able to expose a malicious node as such. However,

it does not mean Rk can always be at large. Consider Rk-1, which might be honest, the

predecessor of Rk within the route, has delivered mx to Rk, and all log entries related to this

message delivery exist in Rk-1’s log. Based on these info, the behavior of Rk can be

inferred: if Rk-1 received a hop ACK of mx, Rk must have problem as it is certain that Rk

has received mx while failed to update the log. This example shows the basic idea of TPR:

to expose a faulty relay, it is not sufficient to examine a single suspect; instead, a coop-

erative inspection approach that involves other nodes in the path is needed for evidence

generation.

Traceable PeerReview (TPR) is highlighted by being able to: (1) detect the exact hop

when a message disappears or manipulated, and (2) generate a piece of verifiable evidence

for exposing the first malicious node in the route.

6.3 Traceable PeerReview

This subsection provides the technical details of Traceable PeerReview, the core of which

is the Message Tracing protocol.

6.3.1 Modifications on PeerReview

Tamper-evident logs (Sect. 4.4 in [11]): we include four additional addresses needed to

generate evidence: source, destination, last hop, and next hop, in the log entry for each

individual message the passes through a relay.

6.3.2 Message Tracing Protocol

On top of the slight modification on logs, we add a Message Tracing protocol which is core

of TPR. Equipped with message tracing, a source is able to initiate the challenge/response

protocol if the E2E ACK is not received, and start to suspect D unless the challenge is

properly addressed. If D is honest, then there are two possible reasons that D is suspected:

(1) either the message or the ACK is lost, or (2) one of the relays along the path is faulty.

We describe the Message Tracing below:

• Step 1 Consider a particular message mx that is sent from the source S to the destination

D, if the E2E ACK is not received by S, then S will kick off the tracing process to

examine the path from S to D. To start, source S creates a Tracing tag rS(seqx), which
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essentially is a signed message of the sequence number of mx. The tracing tag is then

sent to the relay, say R1, right next to the source. R1 will verify S’s identity by

decrypting the tag with S’s public key, and then, if the tag is valid, R1 retrieves all log

entries that involve mx and send them to S, which will replay the log entries to check if

R1 behaves honestly. Since the setting is deterministic, R1’s reaction involving mx

should be deterministic as well. As soon as R1’s behavior is validated, S delivers a Pass

tag to R1 which can be trusted by now. Next, R1 will create a Tracing tag using its own

private key for signature and start checking the validity of the next hop, say R2. If,

however, S determines that R1 is faulty, a Reject tag is produced and R1 won’t be

trusted.

• Step 2 Consider a relay in the middle of the path, say Ri receives a tracing tag from the

its last hop Ri-1, Ri is asked to send all log entries relevant to mx to Ri-1. In particular,

Ri-1 checks the following about mx in Ri: the source ID, the destination ID, the last hop

node ID, and the next hop ID. If all of these identifiers are correct, then Ri is verified to

have forwarded mx honestly, or Ri is proved faulty. All log entries Ri sent to Ri-1

become evidence that can be verified by a third party. If Ri happens to be D, the tracing

for mx is finished. Note that the log is tamper-evident, any malicious modification to the

log will be detected by the witnesses.

• Step 3 If all nodes from S to D are honest, the protocol will start tracing the

acknowledgement, denoted by ACK(mx), which should be sent from D. As such, D

kicks off another round of tracing along the path through which ACK(mx) travels.

• Step 4 If a faulty node is detected. Related evidence will be distributed to the rest of the

network through the evidence transfer protocol (Sect. 4.9 in [11]).

The design of Message Tracing can detect faulty relay nodes in most cases. However,

when a recently compromised node which is also in the path blocks the tracing, it is

difficult to detect the actual faulty node. Consider path ZS,D(mx) where a message mx is lost

somewhere in the middle. Assume that node k is the faulty relay node which causes the

loss of mx, while node h turns into a faulty node just before the tracing procedure.

• Case I If node h is located before k in the path, then h can be identified by Message

Tracing, and k will be detected if it causes message loss in the future. This case can be

handled by the current protocol.

• Case II if node k is located before h in the path, Message Tracing will stop working

since k becomes faulty and does not comply with the protocol any more. To fix it, we

add a backward tracing scheme: if a faulty node blocks the tracing process in path from

S to D, we will launch a reverse tracing of mx starting from the destination. The

difference is that a backward tracing will stop only if mx appears in a node’s event logs,

and we can determine that this node is responsible for the loss of mx since all

subsequent nodes never received mx.

• Case III if another node h’ also turns faulty just before tracing, it is likely that the actual

faulty node k is located in between h and h’. Therefore, both forward and backward

tracing will not work, because the tracing cannot reach node k at this moment. In this

case, k is not detected. The protocol will choose another path to redeliver mx. Although

k remains undetected, there is a high probability that k can be eventually detected as

long as it keeps being malicious.
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6.4 Traceable PeerReview Analysis

Let Ph be the probability that a message is lost in a hop, and let PC denote the probability

that the process of message tracing is finished; in other words, a message will never be

eventually lost during tracing, meaning that the scheme either identifies a faulty relay, or

the hop that causes message loss. Let si,j be the hop count between nodes i and j. and let Rk

be the first faulty node along the tracing path. We have

PC ¼ 1� P
q
h

� �3�ss;k ð11Þ

Proof of (11) The tracing will be successfully finished if and only if all relays can be

reached. As mentioned in the tracing description, a hop checking involves three kinds of

tracing messages including a tracing tag, a log segment, and a message indicating pass/

reject. In addition, a message can be re-transmitted by up to q-1 times. Therefore, the

probability of a successful one-hop checking is (1 - Ph
q)3. There are two cases to be

discussed according to Rk’s location:

Case 1 Rk is located in the path before mx arrives at D. Obviously, the tracing can only be

finished if all hop checkings within the ss,k hops are successful, which has a probability of

1� P
q
h

� �3�ss;k .

Case 2 Rk lies in the path of ACK(mx) from D to S. Similar to Case 1, we have

PC ¼ 1� P
q
h

� �3�ðss;dþsd;kÞ¼ 1� P
q
h

� �3�ss;k

Theorem 1 The message complexity of message tracing is O(ssd ? sds), which is pro-

portional to the hop count of the tracing path.

Proof Assume that the hop level ACK/retransmission is enabled; as such a message can

be retransmitted up to q - 1 times, the message tracing protocol requires that any relay to

exchange three different messages (see Fig. 4) with its next hop node. If message loss and

retransmission are taken into account, the maximum messages for a single hop is 3q, and

the maximum number of hops is ssd ? sds - 1; thus, the message overhead is computed as

3q � (ssd ? sds - 1) = O(ssd ? sds).h

Ma
i.e., TracingTag

Mb
i.e., Log Segment

Mc
i.e., Pass/Reject

Source DestinationRi-1 Ri

Fig. 4 Tracing in path ZS,D(mx)
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6.5 P-Accountability on TPR

Since events T|C, X|C, and S|C are mutually exclusive, then

Pr(T|C) = 1 - Pr(X|C) - Pr(S|C). Similarly, Pr(X|F) and Pr(S|I) can be computed.

Therefore, for TPR, P-Accountability ~AðQÞ can be defined below:

For any node v 2 V,

~AðQÞ ¼ Prðnode v makes correct indicationsÞ
¼ PrðTjCÞ þ PrðXjFÞ þ PrðSjIÞ
¼ 1� PrðXjCÞ þ PrðSjCÞð Þ
þ 1� PrðTjFÞ þ PrðSjFÞð Þ
þ 1� PrðTjIÞ þ PrðXjIÞð Þ

¼ 3� PrðXjCÞ � PrðSjCÞ � PrðT jFÞ
� PrðSjFÞ � PrðT jIÞ � PrðXjIÞ

ð12Þ

6.5.1 Eventual E2E Message Loss

Given end nodes i and j, the probability of the E2E message (sent from i to j) loss is

Ptði;jÞ ¼ 1� ð1� P
q
hÞ

si;j ð13Þ

and the probability of eventual E2E message loss is

PEði;jÞ ¼ Ptði;jÞ

�
Xw�ð1�uÞ

k¼0

w � ð1� uÞ

k

 !
�
Yk

r¼1

1� Ptði;rÞ
� �

�
Yw�ð1�uÞ�k

l¼1

Ptði;lÞ
� �

�
Yk

r¼1

Ptðr;jÞ
� �

 ! !

ð14Þ

Equation (14) is another version of Eq. (6) in the multi-hop scenario. The basic idea of

calculating (6) still applies: if a message mx is lost (with probability Pt(i,j)), source i will

transfer challenges to its witnesses. Message mx is eventually lost if and only if all chal-

lenges forwarded by the witnesses are lost.

6.5.2 Error Analysis

The six error types are in line with the ones introduced in Sect. 5. Also, we treat normal

faulty (NF) nodes and relay faulty (RF) nodes differently. Let VNF [ VRF = VF and

VNF \ VRF = [; let pnf be the probability of a node being a normal faulty node, and let prf
be the probability of a node being relay faulty node. Consider nodes i and j, given that i is

honest, then we can provide analysis for the errors.

• Error (uj,i = X)|(oj = C) = X|C. TPR does not introduce additional error causes for

X|C, because an honest node can always provide a message of verifiable log entries to

its previous hop during tracing. Thus, Eq. (9) in the multi-hop setting can be given as
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PrðXjCÞ ¼ w

jVj � 1� 1� PEði;jÞ
� �l� �

þ 1� w

jVj

� �
�
Xwð1�uÞ

r¼0

wð1� uÞ

r

 !
� 1� 1� PEði;jÞ

� �l� �r
� 1� Pr

Eði;jÞ

� � !

ð15Þ

• Error S|C and S|F:

• Case C1: node i and j are source and destination, respectively. Node i will suspect

another node j, regardless of its status, is caused by eventual message loss, which

may either occur (1) in the route from i to j for the original message, or (2) in the

route from j to i for the ACK message.

PrðC1Þ ¼ PEði;jÞ þ ð1� PEði;jÞÞ � Ptði;jÞ ð16Þ

• Case C2: Nodes i and j are next to each other during tracing. If j is the successor of

i, and that j’s status is unknown.

PrðC2Þ ¼ P
2q
h � PEði;jÞ ð17Þ

• Because of the mutual exclusivity between C1 and C2, the following equation

holds:

PrðSjCÞ þ PrðSjFÞ ¼ PrðC1Þ þ PrðC2Þ ð18Þ

• Error T|F and T|I. TPR introduces another cause of T|F: if the evidence for exposing a

faulty relay node is lost, then the rest network will keep trusting the faulty node. We

then have

PrðT jFÞ þ PrðTjIÞ ¼ w

jVCj
� prf � PEðt;iÞ þ 1� w

jVCj

� �
� pnf �

Yw�pc

r¼1

PEðr;iÞ ð19Þ

• Error X|I. The adoption of TPR will also not expose an ignorant node as it is always

unresponsive. Therefore, Pr (X|I) = 0

Combining Eqs. (12)–(19), we obtain ~AðQÞ for TPR.

7 Evaluation

This section presents numerical results in Sect. 2.1 and simulation outcomes in Sect. 2.2 to

validate the proposed quantitative model. Numerical results are those obtained via math-

ematical models and simulation results are those obtained via simulating the methods. The

simulated system is a wireless multi-hop ad hoc network; however, the proposed method

can be used in any networks including wired and wireless networks.
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7.1 Numerical Results

7.1.1 PeerReview

~AðQÞ for PeerReview can be numerically plotted in Fig. 5. In this figure, P-Accountability

is a probability affected by E2E message loss probability and witness size. The reason that

a larger witness set increases P-Accountability is that more witnesses will help forward the

challenge once a message is lost.

7.1.2 Traceable PeerReview

If no tracing messages are eventually lost in the tracing route, we call the tracing a

successful one. The probability of successful tracing is determined by two factors including

hop re-transmissions, i.e., (q - 1), and the average number of hops savg between the source
and the first faulty relay. Figure 6 is obtained via Eq. (11) and shows the effects of other

parameters on PC, and we assume that Byzantine faults are directly related to the message

loss. Figure 6 shows that PC increases as q increases, indicating a positive impact on PC,

while savg causes a negative impact on PC. To make sense of the observation, an increased

number of retransmissions reduces the chance of message loss, while a higher number of

hops does the opposite. This claim is consistent with the analysis result in Fig. 7, which

shows how P-Accountability is affected by the message loss probability Ph. The higher Ph

is, the lower P-Accountability will be.

7.2 Simulation Results

TPR is an extension of PeerReview, and our simulation program is also extended from the

original PeerReview software library [55]. Figure 8 describes the network stack of a

computing device with TPR enabled. TPR is independent of applications, meaning that

TPR can be installed as a plugin so that general Byzantine faults can be detected with

verifiable evidence. If we follow the example in Table 1, we can identify two hierarchies in
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any TPR-supported systems, including H3 that contains all nodes, and H4 that consists of

multiple applications.

TRP will create a log file for each application, and each node is associated with one key

pair as its identity. As shown in Fig. 8, all applications are running independently. In

addition, witnesses are in H3, meaning that the same set of witnesses are shared across

applications on a node.

As a single device has multiple applications running on it, we can then define a metric

that is aligned with definition (3). The event space can be given as ‘‘the status of appli-

cation x on node y is indicated by every other correct node in the system’’. The entity space

then consists of all H3 nodes and all H4 applications. Let M be the number of applications

running on a node, the size of event space is M � |V| � |VH|.

AHðQÞ ¼
P

m2M
P

v2VH

P
k2V Iðuk;v is correctÞ
� �

M � jVj � jVH j
ð20Þ

The numerator in the right hand side of the above equation is the total number of correct

indications for node v. Our metric in (20) is in line with the one given in (3). However, the

notion of perfect mapping in this setting means an ability to identify a responsible

application in H4, which has a finer granularity than pinpointing a responsible node in H3.

In addition, when judging an ignorant node, there is no way to determine the honesty of the

applications running on it, because the node itself is totally unresponsive.

7.2.1 P-Accountability on Traceable PeerReview

PeerReview assumed that a message will be eventually received by the destination as long

as the lost message is retransmitted sufficiently enough. Our simulation assigns a certain

probability that a message will get lost in each hop; in addition, we set a limit on the

number of retransmissions, meaning that there is a chance that a message is eventually lost.

The goal of the simulation is to figure out how P-Accountability is influenced by message

loss in a TPR-enabled environment. For that purpose, we have simulated a wireless multi-

hop network deployed in a square area. There are two applications running on each node,

and all nodes are homogeneous. Table 3 lists all parameters of the simulation.

The percentage of each indication type is shown in Table 4. We can observe that when

ph rises from 0.2 to 0.8, the percentage of correct indications has dropped by 52.6%,

meaning that the worse the channel quality is, the less accountable the system would be. In

contrast, the percentage for each error type increases. Another finding is that over the five

error types, three of them, including X|C, T|F, and T|I, rarely occur, which is also expected.

For X|C, it will be triggered if and only if a message is lost in the audit protocol so that a

witness cannot generate output as expected. In that case, a temporary X|C will occur,

although it may be addressed later on by the challenge/response protocol. T|F and T|I are

caused by the message loss during evidence transfer. S|C and S|F, on the other hand, do

Table 3 Simulation parameters
Parameter Values

Ph—hop message loss probability 0.0, 0.1, 0.2 up to 1.0

N—node # in total [50, 100, 250, 500]

u—initial faulty nodes rate [0.0, 0.05, 0.1, 0.2]

w—witness size [2, 4, 8]
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appear quite often, as they happen once a message or its ACK is lost. For errors, some of

them will be resolved, while the rest contribute to make the system less accountable.

According to the analysis in Sect. 4. E.2, X|I will never exist, and our simulation result is

aligned with this conclusion.

In our simulations, we change hop message probability in our programs under different

simulations so that we can obtained Fig. 9, which shows the relationship between P-ac-

countability and hop message loss probability. On the other hand, Byzantine faults can

cause message loss and in the simulation, we assume that Byzantine faults are the only

reason for the loss besides some network protocol limitation such as collisions and

retransmissions. Figure 9 demonstrates how P-Accountability is affected by the hop

message loss probability, i.e., ph. The result is consistent with the numeric outcome in

Fig. 7. It confirms two findings: (1) P-Accountability decreases as ph increases; (2) when ph
is fixed, the more witnesses there are, the more accountable the system would be. It turns

out the chance of errors will also be decreased by a larger size of witness set, as more

witnesses will help forward the challenge, and a node being challenged have to justify

itself to every member in the witness set. As such, it is more likely that the response will

reach the other end. Moreover, an evidence message is less likely to be lost, leading to a

reduced chance of the occurrence of T|F and T|I.

In our simulation, some relay faulty nodes are inserted into the network. Figure 10

shows that comparison of a TRP-enabled system and a PeerReview-enabled system. We

can discover that when the hop message loss probability is fixed, the TPR-enabled system

Table 4 Error ratios for trace-
able PeerReview

Ph

0.2 (%) 0.4 (%) 0.8 (%)

Indication

Correct 73 55 37

X|C 1.5 2.3 1.7

S|C 12 19 28

T|F 2.4 3.9 4.2

S|F 9 15 21

T|I 2.0 4.9 8.1
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presents a higher degree of accountability, because TRP is able to expose the faulty relays,

while the original PeerReview is unable to.

8 Conclusion

P-Accountability is our attempt to quantify and evaluate accountability for networked

systems. To achieve this goal, we have developed a flat model and a hierarchical model.

Both models are generic and widely applicable. The flat model suits systems with flat

structure, meaning that all concerned entities are homogeneous. The hierarchical model is

an advanced version that applies to more complex environments. P-Accountability should

be customized before applied to a practical system.

To examine our model, we first conduct a case study that applies P-Accountability to

PeerReview. In addition, we propose Traceable PeerReview which enables PeerReview to

be used in wireless multi-hop network by making relay nodes accountable. We conduct

extensive simulation to validate our analysis. We show that in the PeerReview case,

message delivery plays a crucial role in determining accountability. Our simulation results

are well approached by the numeric results in Sects. 5 and 6. We also discover that

Traceable PeerReview increases P-Accountability in the simulation, compared to the

original version. Both our analysis and simulation results show that P-Accountability

makes accountability more flexible, adjustable, and fine-grained for a networked system.

This research will also generate many potential applications; for example, it offers a

practical approach to study the trade-off between accountability and system overhead, as

the latter is usually easy to quantify, while P-Accountability explores a feasible way for the

former. This will greatly benefit the design of distributed and networked systems that

regard accountability as the first class requirement.
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