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Abstract—The Software-Defined Networking (SDN) concept
allows network innovations by leveraging a centralized controller
that commands the whole network. The controller manages the
functionality of the entire network. In the event of a controller
failure, the entire network goes down. Because of vulnerabilities
between the control plane and the data plane, Denial of Service
(DoS) attacks often pose the greatest risk to SDN environments.
The paper discusses a method to detect this attack before it
leads to failure of the controller. The proposed combined anomaly
detection method, which is called Entropy-KL-ML in this paper,
uses entropy along with KL-divergence and ensemble learning to
detect any uncertainty in incoming packets within time slots. An
attack is detected when the calculated entropy passes or falls
below the given threshold. KL-divergence and ML -classifiers
make the detection more accurate. We also present a new method
for selecting features based on grouping the features that reduces
the computational overhead of the controller. With an anomaly
detection method in SDN, it is essential to provide a balance
between overhead, accuracy, and processing time. Through a
real-world data set and some anomaly detectors, we demonstrate
that the Entropy-KL-ML method detects anomalies with greater
accuracy and fewer overheads.

Index Terms—Anomaly detection, feature selection, classifica-
tion, controller, Denial of Service (DoS) attacks, entropy, SDN

I. INTRODUCTION

Software-defined networks (SDNs) are basically the same
as conventional networks, except for one crucial difference:
the network controller [1]]. Security issues for SDN are a
significant concern. Due to SDN’s design, in which the control
plane is separated from the data plane, it is difficult for
attackers to access that vulnerable logic [2]. On the other
hand, since SDN’s are centrally controlled, they are prone to
DOS attacks, malware traffic injections, etc [3[]. Monitoring
and measuring network traffic flows are the means by which
data integrity is maintained within SDN. One of the most
significant aspects of traffic monitoring is the detection of
anomalies. As the controller monitors the network traffic,
anomalies can be detected and the traffic can be managed ac-
cordingly. The collection of accurate network traffic statistics
and detecting intrusions or anomalies is crucial to improving
network management. An attack on the controller can be
detected by looking for anomalies in incoming packets [4].
An anomaly detection framework based on SDN includes
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Fig. 1: SDN-based anomaly detection framework.

three planes: the data plane, control plane, and application
plane. Fig. (1] illustrates details of each plane as well as the
relationships between them. There are switches, routers, and
hosts in the data plane. It is necessary for all the switches to
have a connection with the control plane to report any packets
traveling through it. Application plane allows the controller
to monitor and extract some information regarding incoming
packets or flow information. The application plane provides
the controller with a report about traffic anomalies, so that
the controller can determine if this traffic should be treated
differently. The controller sends decisions to the switch. This
decision includes actions and rules that should be implemented
on given switches for this type of traffic.

It is essential that we take into account workload, accuracy,
response time, and overhead on the network when applying
network monitoring policies, otherwise, the controller will
not be able to effectively manage the network. Rather than
examining every packet in a network, it is necessary to carry
out analysis only on a part of the traffic in order to reduce
overhead and processing time.Two approaches are available for
detecting anomalies. The first is based on packet inspection.
Packet collection modules of switches capture packets over
underlying networks, whether they sample or not. The switches
will then send captured packets to the controller, which will
look for anomalies in the network. In SDN, packets are passed
to the controller based on the controller resources, traffic flow
between the switches and the controller, and switch table
limits. For the second strategy, flow entries will be examined
for anomalies. It is necessary for the controller to periodically
send statistics request messages in order to collect flow entries
in the switch. In a reply message, the switch must encapsulate
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its flow entries and send them to the controller. The purpose
of this paper is to detect DoS attacks early. In order to detect
anomalies in the distribution of traffic characteristics, such
as source IP addresses and destination IP addresses as well
as source ports and destination ports, we propose using a
combined Shannon entropy and relative entropy, also known
as KL-divergence. Entropy [5] and KL-divergence [6] are
good measures of randomness. Entropy is used to analyze
changes in traffic distribution, which reduces the controller’s
computational workload and KL-divergence computes how
similar the new entry is comparing to the previous one.
Additionally, applying these methods will provide additional
information for categorizing dissimilar types of abnormalities,
thereby improving detection capability [7] [8]. To calculate
entropy, the controller must determine which attributes are
more effective under different attack scenarios.

The suggested solution presents a way to measure the
unpredictability of incoming packets. The entropy measures
the probability of an event occurring compared to the total
number of events. During an attack, the entropy changes
depending on what packet header fields are viewed and the
type of attack, DoS and DDoS. During a DDoS attack, the
entropy of the source IP addresses increases, while it decreases
during a DoS attack. DDoS and DoS attacks, however, reduce
the entropy of a destination IP address. Another strategy to
detect changes in randomness involves comparing the entropy
of one sample of packet header fields with that of another
sample of packet header fields by using conditional entropy.
In summary, we make the following contributions:

o We develop an entropy-based DoS attack detection al-
gorithm by combining entropy with the KL-divergence
statistical method.

o We leverage the KL-divergence property to aid entropy
detection in the early stages of an attack.

« We improve the accuracy of an anomaly detection system
by employing ML classifiers to Entropy-KL-Divergence
anomaly detection. We called this method Entropy-KL-
ML in this paper.

o We propose grouping features in the feature selection step
to detect anomalies more accurately.

o We propose the idea of zooming the time window from
a more extensive range to a smaller time window if any
anomaly is detected, which can reduce the computational
overhead on the controller.

o The results reveal that Entropy-KL-ML method beats
entropy-based and machine learning-based anomaly de-
tection methods on average.

II. RELATED WORK
A. Statistical-Based Detection Techniques

Models based on statistical data are a type of mathematical
approach. A statistical approach to detecting anomalies in
computer networks allows for a deeper analysis of packets.
The goal is to find a standard connection between random and
non-random variables. The relationship between the variables

TABLE I: Main notations
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[ Symbol [[ Meaning
Ex Entropy of X
KLp(O]|A4) KL-divergence of observed O and assumed A
distributions
srcy / dstr Source/Destination IP address
srcp/dstp Source/Destination port
srcgsj / dstga Source/Destination IP address during short-

term window

srci,L) /dsti,L) Source/Destination IP address during long-

term window

S Source switch

Na Total number of packets in time interval o
ta Length of time interval a

R Packet-in arrival rate in time interval o

T Threshold

allows the results to be predicted. Authors in [9] primar-
ily focus on DDoS detection and mitigation using prede-
fined DDoS data-sets, which can be difficult to generalize
for different network services and legitimate users’ traffic
patterns. By leveraging the controller’s broad view of the
network, the authors in [10] suggest a solution that is both
effective and resource-efficient at the same time. Authors
in [11]] propose a novel DoS attack detection method based
on entropy measures by taking out the hyper-parameters of
window size and threshold, this approach computes entropy
progression from line-of-best to unit-time. Authors in [[12]
propose a statistical approach to detecting modern botnet-like
malware. By detecting abnormal network patterns, the authors
show that entropy-based methods are suitable for detecting
modern botnet-like malware. Mehdi et al. in [[13] detect the
presence of security problems in different Software-defined
networks by estimating the distribution of benign traffic using
maximum entropy estimation. The traffic is divided into packet
categories including protocols and destination port numbers.
A baseline benign distribution for each category is developed
using maximum entropy estimation.

B. Machine Learning-Based Detection Techniques

Several machine learning and data mining techniques have
been used to explain Intrusion Detection Systems [14f]. Re-
searchers identify the attack as malicious traffic by separating
it from normal traffic. In a machine learning-based IDS, high
detection rates are achieved along with low false-positive rates.
DDoS attacks can also be detected with machine learning
techniques. The authors in /cite[jose2021towards] describe
a system for detecting different flooding attacks over SDN
network traffic. There are a variety of classification methods
the system uses to differentiate between normal and attack
traffic. Authors in [[15] design and implement a secure guard
to assist in solving the issue of DDoS attacks on the POX
controller, including a feature vector for classifying traffic
flow using the SVM. Vetriselvi et al. in [16] develop a
machine learning-based IDS to detect the attacks in SDN.
The proposed IDS is composed of two modules. Modules
are responsible for detecting and classifying attacks. The first
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module is deployed within the SDN switches, while the second
implemented within the controller. As a result of the proposed
attack detection method, the controller load is reduced and
switches are less dependent on the controller.

C. Combination-Based Detection Techniques

Researchers combine techniques to enhance the detection
of anomalies [17]. A combination of machine learning tech-
niques and statistical approaches was used. This resulted in a
reduction of delays in malicious identification. Authors in [[18]]
propose an adaptive clustering method that includes a ranking
of features to detect DDoS attacks. In their approach, the
identification of DDoS attacks is based on an incremental
clustering algorithm and feature ranking method. Authors
in [19] propose an anomaly detection method that incorporates
entropy with SVM. In their approach first it is needed to extract
and classify the features. The control plane is controlled by
POX controller. Authors in [17] implement a method using
both entropy and sequential probabilities ratio test methods to
remove the uncertainty associated with the entropy threshold.

III. PRELIMINARY

The Software-Defined Network (SDN) is a new network
architecture that provides central control over the network.
An SDN network enables a highly programmable network
environment by decoupling the data plane and the control
plane. Providing visibility into the entire network topology
and decoupling control logic from data forwarding are two of
SDN’s most important features. Controllers deploy services,
which define control policies, in the control plane, and dis-
tribute these policies to the data plane through a standard pro-
tocol, such as OpenFlow. Using SDN, longstanding problems
in networking, such as routing, policy-based network config-
urations, and security, are addressed in new ways. Even with
the numerous advantages of SDN technology, the security of
such a network remains a concern, since decoupling increases
attack surface [20].

Security issues connected to conventional as well as trend-
ing networking technologies can also be addressed by SDN.
A centralized controller, however, makes SDN susceptible to
DDoS attacks [21]. SDN controllers are targeted by DDoS
attacks that flood them with malicious packets. One failure
in the SDN controller could compromise the whole network.
OpenFlow switches as forwarding devices are responsible for
collecting and forwarding data in an SDN environment. SDN
controllers request flow statistics from OpenFlow-capable
SDN switches periodically to gain situational awareness in
the network. In each request, all flow table entries and counter
values are queried and downloaded to the controller. The DoS
detection feature can benefit from these features.

A. Anomaly Detection

Data flow information is analyzed and anomalies are de-
tected by the anomaly detection mechanism. It obtains a
large number of flow feature vectors by virtue of the SDN
controllers [22]; A Denial-of-Service attack is a type of
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cyber-attack in which the attacker attempts to exhaust the
network resources and make them inaccessible to the intended
users. This disrupting the services can be done temporarily or
permanently. The purpose of a DDoS attack is to bring down
a target’s services using several sources [23]]. Typically, this is
accomplished by flooding the target with superfluous requests
to overload the system. As a result of a DDoS attack, the
victim’s incoming traffic is generated from various sources.
This means that blocking a single source does not suffice to
prevent the attack.

Since attacks can imitate the behavior of legitimate traf-
fic, distinguishing legitimate from illegitimate traffic can be
quite challenging [24]. With the SDN, the central controller
receives periodic updates regarding the network, which enables
it to detect attacks such as denial-of-service (DoS) attacks
and network scanning [25]. By applying anomaly detection
mechanisms to the gathered information, these kinds of attacks
can be detected. DDoS attacks occur when an attacker’s host
generates a large amount of packets and sends them to the
targeted switch. Valid users suffer from inaccessibility of con-
trollers due to controller exhaustion and overuse of bandwidth.
As a result, legitimate packets are dropped. It is obvious that
DDoS attacks disrupt the SDN network as a whole. Typically,
DDoS attacks target the communication channel’s bandwidth,
as well as other resources, such as memory, CPU, and system
power. Since the rules of the packets do not match those of
the flow table, the switch sends packet-in messages to the
controller. By using FlowMod rules, the controller updates
flow tables by sending them back to the switches [22]]. The
flow of packets between switches and controllers exhausts
the controller’s resources, the switch’s flow table, and the
controller’s bandwidth.

B. Entropy

To summarize feature distributions, entropy can be used as
a measure of uncertainty and randomness.

Bx = Z; —p(i)log(xi), (1

where X is the feature that can take values {z1,...,z,} and
p(x;) is the probability mass function of outcome x;. To detect
DDoS, entropy is often used for measuring the randomness of
packets coming into a network. As the randomness increases,
the entropy increases, as well. Traffic features can be measured
by their entropy as a measure of regularity. A high entropy
value indicates a scattering of features, while a low entropy
value indicates convergence of features. A DoS attack, in
which numerous packets are destined for the same IP address
and port, will significantly reduce entropy. Thus, they can be
detected as a drop in entropy [5]]. Depending on the number
of existing flows, entropy values calculated for each feature
can generate extensive datasets. The values of entropy are
represented as F,,(X) and E,(X), respectively, based on the
network’s normal and abnormal states. During a normal state,
the information entropy increases and decreases within a small
range. During a DDoS attack, traffic to a specific IP address
increases drastically, resulting in a lower entropy value. In
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Fig. 2: Destination port entropy.

this case, E,(X) and E,(X) satisfy E,(X) — E,(X) > 4.
According to the statistical information entropy of the network
when it is in its normal state, the value of § is determined.
Detecting DDoS using entropy involves two essential compo-
nents: window size and threshold. The size of the window
is determined either by the time period or by the number
of packets. This window is used to measure uncertainty in
the incoming packets by calculating the entropy. The window
size serves as a unit of measurement for incoming traffic. In
the header field, the targeted parameter is measured for every
window. To detect an attack, a threshold is needed. An attack
is detected when the calculated entropy passes or falls below
a threshold, depending on the scheme. The window size and
threshold are used to detect this pattern.

Another version of entropy is conditional entropy, which
measures the uncertainty of a variable, Y associated with a
random variable, X. The variable X is known in most cases.
An average dependence between two features is captured by
conditional entropy. By measuring conditional entropy, one
can determine whether it is possible to predict the first feature
based on the importance of the second feature. Based on the
first feature, it shows how much uncertainty is left about the
value of the second feature. A promising approach would be
to detect network anomalies by monitoring this relationship
between features.

E(srecjast) = Zj —p(dst;) Zi p(sreildst;)log(p(srei|dst;))
2
In the above formula, p(dst;) represents the percentage
of packets arriving at certain destination address j, or dst;,
among examined packets. p(src;|dst;) is the proportion of
packets originated from source address ¢ in the total number of
packets are supposed to arrive at dst;. All other combinations
such as E(srcliength) and FE(gcjdstp) can also be achieved
in the same manner, where length represents the length
of the packet and dstp represents the destination port. For
analysing traffic distribution, the use of entropy will provide
greater detection capability than volume-based methods [26].
A further advantage of the entropy method is that it provides
additional information for categorizing dissimilar anomalies.

C. KL-divergence

Different time intervals should be considered when mod-
eling network behavior. An ongoing attack is suspected if
the network behavior varies from one interval to the next. In
addition to the degree of uncertainty, we must also consider
the extent to which the assumed and observed distribution of

35 _— T
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Fig. 3: Destination port relative entropy.

traffic on the network differ. When the assumed and observed
distributions of traffic are denoted as A and O, the difference
between two probability distributions over x1,...,z, can be
found as follows:

KLp(O||A) =" ~O(@)log(O(x;)/ Alw).  (3)

This type of entropy is called relative entropy, also known
as the Kullback-Leibler divergence [27]]. Intuitively, Kullback-
Leibler divergence or KL-divergence measures how far an
observed distribution is from the true distribution. If two dis-
tributions perfectly match, then K'Lp(O||A) = 0, otherwise
it can take values between 0 and co. A lower KL divergence
value indicates that the approximation is closer to the true
distribution. In addition to computing the distance between
two PDFs, it can detect the start of a new attack. In contrast,
another attack is ongoing [28]]. Fig. 2] and Fig. 3] illustrate the
different results of entropy and KL-divergence respectively. In
this scenario, there is a DDoS attack in the interval [150, 195].
The red lines indicate the interval, containing the attack. While
the entropy value for the destination port failed to detect this
DoS attack, the KL-divergence value for the destination port
shows the start and end of the attack.

IV. ENTROPY-KL-ML ANOMALY DETECTION METHOD

Monitoring traffic and metrics in SDN switches provides
security. It also comprises a collection and preprocessing
module, a learning module, a detection module, and a flow
management module. The proposed model detects anomalies
in packets and flow-level traffic instances passing through SDN
switches.

An illegal packet is one whose entropy is less than the
threshold; otherwise, it is compared to another threshold
value. Generally, a larger value indicates that the packet
came from an authorized user. However, picking a threshold
value is difficult. This is mostly determined by how many
false positives there are. While the entropy of the source IP
addresses increases during a DDoS attack, it decreases during
a DoS attack. Both DoS and DDoS attacks cause destination
IP address entropy to decrease. Using conditional entropy, a
method for predicting the correspondence between source and
destination IP addresses can be made easier to distinguish
the abnormal traffic because DDoS attacks consist of multiple
sources converged at one destination.

As entropy alone would not be sufficient to detect the attack,
it would be highly dependent on the threshold chosen to detect
the attack. The KL-divergence alone would not be sufficient
as it couldn’t distinguish between the beginning and end of an
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attack. These results are stronger when they are combined.
Fig. [ illustrates the combination method of entropy and
KL-divergence with different features and different weights.
Weight can be set based on the importance or correlation of
the given features and the problem. The majority of current
DDoS detection methods in a single control plane are based
on machine learning technology, which has been shown to
be an effective classifier. We also include ensemble learning
[29] [30] in this paper to perform more accurate detection of
abnormal flow. By using ensemble learning, we use multiple
learning algorithms to obtain a better prediction than could be
obtained by using any of the individual learning algorithms
alone. In our proposed framework, Entropy-KL-ML, multiple
base components jointly reached to the final decision. The
result of entropy and KL-divergence for each group of features
is a new feature for classifiers. For instance, if there is SVM
classifier in the ensemble learning section of this framework,
the values of wj, we, ws, wy, and ws would be set by
SVM classifier. Ensemble machine learning helps us find the
importance of features and have an accurate result at the end
of the anomaly detection process.

Distributions can be categorized into two types. The first
is flow header features such as IP addresses, ports, and flow
sizes. The second class consists of behavioral features, like the
number of different destination addresses or source addresses
that a host communicates with. Analyzing the distribution of
traffic features can help detect the attack discussed above. A
traffic feature is a field in a packet header. It is possible that
short-lived anomalies are not picked up by anomaly detection
algorithms when statistics are collected for a long period of
time. A collection made every few seconds, however, can
generate a great deal of traffic on the network, as well as
a great deal of workload on the controller.

A. Feature Processing

Identifying essential features improves classification accu-
racy and reduces computational complexity. Combining fea-
ture selection methods would increase classifier performance
by identifying features that are ineffective individually but
effective collectively in order to detect anomalies, removing
unnecessary features, and identifying features that are highly
correlated with the output class. The features that have been
used to detect the presence of DDoS attacks are as follows:

Transactions on Network Science and Engineering

Algorithm 1 Entropy-KL Divergence-ML-based Anomaly
Detection (Entropy-KL-ML)

Require: Received packets and Threshold 7
I ng <0, 1, < 20

2: &(srer), &(dsty), &(srep), E(dstp) +— {}

3 &(sreg) « {}

4: Update 7,

5: repeat

6:  if Packet-in message arrives then

7: srcy,dstr, srcp,dstp, srcg <— Parse(packet-in)
8: Update £(srer),&(dstr), E(srep), E(dstp)

9: Update &(sreg)

10: Ng =Ng +1

11: until (End of Analysing)

12: Ry ¢ No/ta

13: T+ F — KL(src|dst)a E - KL(src|dstp)

14: ¢ < EntropycroupinglStcr, dstr, srcep, dstp, srcg, Ra|
15: Flag < Evaluate 7 and ¢ with 7,

16: return Flag

o Number of flows

o The average number of packets per flow

o The average of flow duration

o The entropy value of source IP address

o The entropy value of destination IP address

« The entropy value of protocol

e Source port

« Destination port

o Conditional entropy value of source and destination

It is unclear what feature distributions perform the most
effectively. A number of feature distributions have been pro-
posed in the past. The most recommended features are: 1)
header-based features such as addresses, ports, and flags 2)
volume-based features such as host-specific percentages of
flows, packets, and bytes 3) behavior-based features such as
in/out connections for a particular host. Considering combina-
tion and relations on different features of packets and flows
such as packet type, srcy, dsty, (srcp,srcp), (srep,dstp),
(dsty, srep), (dstp,srep), and (srcp, L) would be helpful
in this regard.

Algorithm [I] represents the details description of the
proposed combined anomaly detection method. Source
IP address (srcy), destination IP address (dsty), source
port (srcp), destination port (dstp), source switch (srcg),
and packet-in message arrival rate (R) are the features
employed in the anomaly detection part of algorithm.
Esrer, Eastys Esrcr, Paste, and Eg..o stand for the entropy
value of source IP address, destination IP address, source
port, destination port, and source switch respectively. The
periodic time interval ¢,, used to start the detection periodically
and set to 30 seconds here. The dictionary &(srcy), &(dstr),
&(srep), &(dstp), and £(srcg) are used to store srcy, dsty,
srcp, dstp, and srcg calculated in the given time window
respectively. Our idea in the proposed combined anomaly
detection method, Entropy-KL-ML, is using the time window
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TABLE II: Feature Selection
[ No. Features [ Selected Features

1 feature Esreg
E(srcI |dsty)
2 features Esrer, East,

4 features
5 features
6 features

ESTCP, Edstp, ESTCI, EdstI
Esrcp, Edstp, ES’I‘C]a E(istp Esrcs
EsrcP, Edstp, EST‘C[! Edstp Esrcs, R

#

0

1 1 features
2

3

4

5

zooming method. Initially, the detector considers a larger time
window to check traffic behavior over the given network. If
any suspicious traffic or any anomaly is detected, the detector
changes the time window to a smaller time window to monitor
the traffic accurately. Using time window zooming can reduce
controller computational overhead. As a result, the controller
only monitors a small time window when necessary, rather
than monitoring all traffic in detail.

B. Grouping Features

A set of elements can be analyzed using the entropy
method, but it does not give much insight into contributing
elements. A similar packet distribution is observed in attack
flows [31]. In addition, when an attack begins, the flow and
packet distribution of the entire traffic changes. In order to
view packet counts in the attack flows, it is helpful to group
partial flows in each time window based on specific criteria.
Grouping the features improves the detection result in the case
of decreasing the overhead. It allows us to analyze the anomaly
in larger groups. If there is abnormal behavior in the group,
we need to check the sub-group of the suspicious group in
order to find the anomaly accurately [31]. After parsing the
packet-in, the controller can find source IP address, destination
IP address, source port, and destination port. To group the
features, we need to quantify them. Based on the number
of occurrence of specific feature (i source IP address) and
the total number of occurrence for all of this feature, the
value of entropy quantifies given feature. The quantified value
of source IP address is as Ej,, = Zle Glog(g ), where
w; is the occurrence number of it source IP address in
Srp = {wi,ws, ...,wi}, k is the number of different source
IP addresses, and €2 stands for total number of occurrence of
source IP addresses. For grouping the number of packets, we
can consider different group numbers based on the different
range of packet counts [32]]. For example, group #1 is for
countpacket = 0, group #2 for 2 < countpgcker < 10,
group #3 for 11 < countpgerer < 100, and group #4 for
countpacket = 101. The range of packet count in each group
should be considered based on the amount of traffic in the
network.

Another feature is Packet-in arrival rate which can be
computed by n,,/t,, where n,, presents total number of packets
in time interval « and ¢, is the length of the time interval. R,
stands for Packet-in arrival rate which equals to R, = nq/tq.

V. PERFORMANCE EVALUATION

This section of the paper describes the experiment employed
to test the Entropy-KL-ML algorithm’s performance, using

Flow collection Preprocessing
module
module

Anomaly
detection module

I[[0NU0D [eNUI)D)

Anomaly Detection
Mechanism

OpenFlow Switches

Fig. 5: Structure of Anomaly Detection in an SDN.

different combinations of features and varying window times.
In this section, our goal is to determine whether the proposed
combined method can be used to detect DoS attacks accurately
and whether it is more effective than pure entropy-based
or pure ML-based anomaly detection methods. We use a
hybrid evaluation of simulated traffic over a real system to
evaluate the proposed combined approach. For the simulation,
the dataset is based on real legitimate traffic and synthetic
anomalies. For the experimental process, our system includes
a controller, some SDN switches, and 16 hosts. There is an
ONOS controller in the system, and we designate one of the
hosts as an attacker to inject an anomalies into the network.
We compare the Entropy-KL-ML method with combined and
straightforward detection methods, including entropy, KL-
divergence, and some well-known classifiers. We will show
that it is possible that the classifier would have better detection
if it uses the results of entropy on different features of traffics.
We evaluate our proposed framework, Entropy-KL-ML, on
a real system and two simulated networks. The framework
is assessed based on the detection rate, accuracy, overhead,
processing time, and false positive rate.

A. Testbed Data

According to Fig. [6l the data center structure consists of
35 servers, 16 SDN switches, and some regular L2 switches.
Pica8 p-3922 switches are used to make this SDN network.
Two networks were set up: a control network and a data
network. An L2 switch in the control network connects all
management ports of SDN switches and the SDN controller
(gateway). SDN switches are configured as out-of-band con-
trollers, which means they separate the control plane from the
data plane. The dotted lines in Fig. [f] show the structure of
this network in details. The topology of this network is a star
structure. There are connections between the data ports on
the SDN switch and the gateway in the data network. This
is a complete binary tree three-level topology. The gateway
is connected to the root SDN switch, and other servers to
leaf SDN switches. We use Open Network Operating System
(ONOS) as the SDN controller.

We use ONOS as the controller and use Mininet to generate
different network topologies. Mininet allows the creation of

https://mc.manuscriptcentral.com/tnse-cs

Page 6 of 10



Page 7 of 10

oNOYTULT D WN =

Fig. 6: Data center topology [33]].

a realistic virtual network that runs real kernel, switch, and
application code, and supports the development of OpenFlow
applications. ONOS and Mininet can run on the same windows
desktop with a 3.5GHz Intel Core i3 CPU and 16GB memory.
We attached one host to each switch for the first topology,
Standford, with 26 switches, 26 hosts, and 650 flows. However,
for the second topology, we attached one host for each edge
switch. The second topology is FatTree(4), with 20 switches,
16 hosts, and 240 flows. For each network, we generate a flow
of the same rate between each host pair. DoS attack detection
is not dependent on the network’s size, but on the number of
packets that make up the window. This is because we consider
a simple network topology. During the experiment, we inject
normal traffic into the network by using scapy, and then a DoS
attack was launched from a switch to a host. Under normal
network conditions, the entropy value for the traffic is about
0.8. We set 6 = 0.2 in the simulation.

To define decision strategy, we consider short-term and
long-term entropy, as well as dynamic thresholds. Entropy of
recent windows is short-term entropy. The long-term entropy,
however, represents the entropy of earlier windows. Identifying
an attack requires a particular method of decision-making.
Decision strategies are Boolean-valued functions with entropy
vectors and thresholds. As one example, one of the scenarios
takes into account different thresholds for short-term and long-
term scenarios. The function can be described as follows:

(BS, < Tsnort & B < Trong) )
and

(B < Tonor & B < Tlong), (5)
where Ec(lft)l’ Ec(lft)l, TShort> and Tropng are entropy of destina-

tion address in the short-term window and entropy of destina-
tion address in the short-term window, short-term threshold,
and long-term threshold, respectively. Similarly, ngc) s ngc) s
TShort> and 77, are entropy of source address in the short-
term window and entropy of source address in the short-
term window, short-term threshold, and long-term threshold
respectively. The scenario is based on satisfying one of the
conditions in Eq. and Eq. [V-A] or both of them. Dynamic
thresholds can be set in various ways. For instance, one
scenario can portray as 7; = % Z;:L « Tj» where 7; stands for
the threshold of time interval j, ¢ is the current time, and k is

Transactions on Network Science and Engineering

TABLE III: Compare different methods with AC and FPR

[ Method [ AC) | FPR |
Entropy 65.13 0.06
Entropy and K Lp 76.12 0.05
Entropy, K Lp, and SVM 81.21 0.035
Entropy, K Lp, and RF 78.01 0.045
Entropy, K L p, and Ensemble 82.10 0.034

an arbitrary integer. Therefore, threshold of current window ¢,
Ty, is the average of the last k thresholds.

In this study, different ML algorithms and feature selection
methods are employed to detect DoS attacks. We examine
SVM, KNN, Random Forest(RF), and Linear Regression(LR).
The Support Vector Machine (SVM) [34] predicts the most
appropriate decision function for separating two classes. Es-
sentially, it is based on the definition of a hyperplane that
separates two classes. The KNN approach [35] to anomaly
detection is unsupervised. There is no predefined labeling of
normal or anomaly, since the thresholds are the only factors
determining the level of detection. The spikes in distance
measures are potentially anomalous. A random forest [36]]
creates a number of trees to predict whether a class is normal
or anomalous. The final class prediction is produced based on
a majority vote of the class predictions for each tree.

As one of the controller’s responsibilities, it gathers infor-
mation from the flow tables in the switches. The controller
monitors the currently running flows and keeps track of how
many packets are arriving with each flow. In this paper, we
propose to use this property and enjoy incorporating some
feature processing into the decision-making process. One of
the factors that should be considered is the length of the
monitoring window. There are several factors that determine
window size. These factors include incoming data to each host,
the number of switches connected to the controller, and how
long it takes for the computation to complete.

We adopt process time, overhead, False positive ratio (FPR),
and accuracy to evaluate the algorithm performances. The FPR
indicates the probability that the detector incorrectly classifies
the packet, when in reality it may be normal. This is computed
as FFP/(TN + FP), where FP represents the number of
normal flows identified as anomaly flows, and FN represents
the number of normal flows identified as normal flows. The
accuracy is the ratio of correctly classified samples to the total
number of samples, indicating the classifier’s discrimination
abilities. Table [[II| shows the result of anomaly detection with
different methods based on the accuracy and false positive
ratio. We have to pick the method with the lowest possible
FPR and highest accuracy.

B. Results

The proposed combined method is evaluated under different
scenarios with different detection methods, different topolo-
gies, and different attack rates 35%, 50%, and 80%.

1) The Effect of Different Grouping methods on Detection
Rate : A DoS detection rate is determined by the ratio of the
number of flows that are classified as DoS to the total number
of flows in a given time interval. In this section we are going to
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compare the performance of the proposed combined detection
method with regards to the detection rate for the grouping
approach. Fig. [7 illustrates the detection rate of Entropy-KL-
ML anomaly detector under different scenarios with different
attack rates. This figure shows the results according to the
groups of features that are summarized in Table Results
are presented in time windows of 20, 50, and 100. Results
show that there is the increase in detection due to the small-
time slot for anomaly detection. Due to the small time slots,
the detection results are more accurate. At the same time,
however, the controller has to perform more computational
work. In implementing the proposed combined anomaly de-
tection method, we used the idea of window time zooming.
In addition, if we look at the results for different groupings,
regardless of the length of the time window, entropy-based KL
anomaly detection with the help of ML has higher detection
rate on group 5 which includes Egyc., Eastps Psreys Easts
Egrcs, and R. Therefore, grouping features is a successful
method of detecting anomalies in the SDN. To evaluate the
performance of the proposed combined anomaly detector, it is
necessary to examine the processing time, overhead, and FPR.

2) The Effect of Classifier and Topology on Accuracy: This
experiment tests whether Entropy-KL-ML method can detect
anomalies over different topologies accurately. Additionally,
we test whether the topology of the network impacts anomaly
detection. There are two simulated topologies, Standford and
FatTree(4), as well as one real system, which is a star topology
(Fig. [6). In the Standford topology, we attached one host to
each switch, while in the FatTree(4) topology, we attached one
host to each edge switch. From Fig. [§] we see that topology
does not have a considerable effect on anomaly detection
results. The classifier is another parameter that the experiment

considers. Results show that SVM can be used to predict the
most appropriate decision function to distinguish between two
normal and anomaly classes. Other classifiers are close to
SVM, especially when the attack rate is 80%.

3) The Effect of Number of Flows on Processing Time,
Overhead, Accuracy, and FPR: Our objective is to compare
the proposed combined approach with other anomaly detection
methods on the basis of processing time, overhead, accuracy,
and FPR. The experimental results in Fig. [0] shows that
Entropy-KL-ML method has the best accuracy among other
anomaly detection approaches such as pure entropy, pure ML,
and the combination of entropy and KL-divergence. As shown
in Fig. P(a), the proposed combined method has a larger
processing time in comparison with other approaches, but it is
not considerable. The entire process of proposed combined
anomaly detection consumes some computational time. As
shown by Fig. Ekb), when the number of flows increases, CPU
utilization increases for all approaches, although the Entropy-
KL-ML approach uses CPU at a much lower rate than the other
approaches. As the results demonstrate, using KL-divergence
in conjunction with entropy increases the overhead of the
controller compared to the pure entropy approach. Even so,
Entropy-KL-ML methods, which combine Entropy-KL and
ML with some new processing on features, have significantly
better results compared to other methods.

As shown in Fig. O(c) and Fig. [9(d), for the Entropy-
KL-ML approach there is higher accuracy (around 91.9%)
and lower FPR (around 0.055%) in comparison with other
approaches. Entropy-KL also has acceptable accuracy (81.7%)
compared to other approach, but it is obvious that combination
ensemble learning with Entropy-KL in the proposed combined
approach helps anomalies detectors to make devise decisions
in detection process. SDN needs a method for detecting
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anomalies that balances overhead, accuracy, and processing
time. Although the proposed combined anomaly detection
method has a high processing time, the high accuracy and
low false positive rate make the Entropy-KL-ML approach a
distinctive anomaly detector.

4) The Effect of Number of Flows on Processing Time,
Overhead, Accuracy, and FPR in short-term scenario: Fig. @
illustrates the results when we used a short-term and long-term
time threshold for Entropy-KL-ML approach. Obviously, less
processing time is a positive point for the approach because
it can provide an early anomaly detection in the network. In
the case of using short-term and long-term threshold, which is
shown in Fig.[I0[a), the processing time has been reduced, and
there is a shorter processing time to detecting anomalies. Sim-
ilarly, as Fig. [I0[b) shows short-term and long-term entropy
decreases the overhead of the controller even in based line
approaches such as pure entropy. Fig. [[0{c) and Fig. [T0(d)
present the results of measuring accuracy and FPR in the
short-long scenario for different anomaly detectors. In the
case of accuracy, considering short-term threshold improves
the accuracy of detection from 91.9% to 93.6%. Also, there is
much smaller FPR (around 0.0425) when we use short-term
threshold for our approach compared to when we consider a
predefined threshold which has FPR= 0.056.

Based on the experimental results, we can see that more
features lead to better performance. Network traffic parame-
ters, such as the entropy of source IP address and the entropy
of destination IP address, are generally analyzed in pairs, as
are the entropies of source port and destination port. KL-
divergence, in combination with entropy, removed the uncer-
tainty associated with entropy thresholds. The results illustrate
that as we expected combining KL-divergence with entropy
increases the accuracy and decreases the FPR in the process

of anomaly detection. In addition, ensemble learning under
proposed feature selection improves the detection results under
different scenarios. By using a small-time slot for anomaly
detection, there is a higher rate of detection of anomalies. This
leads to more accurate detection results. It was found that the
topology has a negligible effect on detecting anomalies, but
the type of classifier has a significant impact on the results.

VI. CONCLUSION

Since the controller plays such a central role in SDN,
there are some security and vulnerability concerns. Denial of
Service (DoS) attacks may cause the controller to become
unavailable. Analyzing and observing flows becomes much
easier with statistical approaches that detect anomalies. Such
approaches can be performed in real-time and are faster than
other techniques. We propose in this paper a method for
classifying the traffic in the SDN control plane as normal or
abnormal using an entropy-based anomaly detection system.
The Entropy-KL-ML method was implemented in order to
identify DoS attacks. For detecting abnormal traffic variations,
we combined entropy and relative entropy with machine
learning algorithms. KL-divergence and entropy were used at
the same time to reduce the uncertainty associated with the
entropy threshold and improve the entropy results. Ensemble
learning has also helped us avoid making misjudgments or
misleading the entropy-based detectors.
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