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Abstract—Security and privacy issues are considered to be two
of the most significant concerns to organizations and individuals
using mobile applications. In this paper, we seek to address
anonymous communications in delay tolerant networks (DTNs).
While many different anonymous routing protocols have been
proposed for ad hoc networks, to the best of our knowledge,
only variants of onion-based routing have been tailored for
DTNs. Since each type of anonymous routing protocol has
its advantages and drawbacks, there is no single anonymous
routing protocol for DTNs that can adapt to the different levels
of security requirements. In this paper, we first design a set
of anonymous routing protocols for DTNs, called anonymous
Epidemic and zone-based anonymous routing, based on the
original anonymous routing protocols for ad hoc networks. Then,
we propose a framework of anonymous routing (FAR) for DTNs,
which subsumes all the aforementioned protocols. By tuning its
parameters, the proposed FAR is able to outperform onion-
based, anonymous Epidemic, and zone-based routing. In addition,
numerical analyses for the traceable rate and node anonymity
models are built. Extensive simulations using randomly generated
graphs as well as real traces are conducted to demonstrate that
given appropriate parameter settings, our FAR outperforms all
the existing anonymous routing protocols for DTNs.

Index Terms—Delay tolerant networks, DTNs, anonymous
routing.

I. INTRODUCTION

Delay tolerant networks (DTNs) seek to address data com-
munications within networks that lack continuous connectivity,
such as people/pocket-switched networks, vehicular networks,
battlefield communications, and so on. In these DTNs, se-
curity, privacy, and network performance, are of significant
concern. For instance, one of the communicating parties in a
battlefield is most likely to be a gateway to the infrastructure
or a command operator. The identities and locations of such
nodes should not be disclosed to the adversaries. Motivated by
these observations, we are interested in anonymous wireless
communications that prevent adversaries from violating mo-
bile users’ privacy, e.g., deriving users’ identities, locations,
and routing paths, by traffic analyses.

A great deal of effort has been invested in designing
anonymous routing protocols for the internet [1] and mobile
ad hoc networks [2]–[5]. The message that is protected by a
number of encrypted layers, a so-called onion [6], is widely
used to preserve the privacy of end hosts as well as routing

paths. In onion-based routing, onion routers serve as proxies,
and any given intermediate node will never know where the
source and sink of the message are located. In mobile ad hoc
networks, the location-based deanonymization attack [7] may
reveal the physical location of nodes. To this end, the zone-
based anonymous routing is proposed in [5] where the source
and the last proxies perform restricted flooding, as to make
sure that the source and destination nodes are not identifiable
within the flooding zone.

In the DTN research community, a few anonymous routing
protocols, which use the idea of onion groups [7]–[9] and
the threshold [10], have been proposed in order to improve
the degree of privacy, such as the traceable rate and node
anonymity. However, the following research challenges that
particularly arise in anonymous routing in DTNs are yet to be
addressed.

First, it is known that the use of a number of onions
results in lower traceable rate. As a consequence, onion-based
protocols [7]–[9] experience slow packet delivery. Second,
the anonymous set of the source and destination nodes can
be reduced, should the first and last onion relay be com-
promised. Third, although the zone-based approach improves
node anonymity, neither Epidemi-like nor zone-based protocol
has been proposed so far. One reason for this is the difficulty
in defining a zone in DTNs where the network graph is con-
structed from the past contact history, rather than from physical
locations of nodes. At last, to the best of our knowledge, there
is no work that balances the pros and cons of these different
approaches. It is interesting to design an anonymous routing
framework that subsumes all the aforementioned protocols and
optimizes the anonymous DTN routing based on a number of
metrics, e.g., delivery rate, anonymity, delay, and forwarding
cost, by tunable parameters.

To address the above challenges, we propose the framework
of anonymous routing for DTNs. The contributions of this
paper are as follows.

• We first design a set of anonymous DTN protocols, includ-
ing Anonymous Epidemic (AE), Restricted Epidemic Rout-
ing (RER), and Zone-Based Anonymous Routing (ZBAR),
based on anonymous routing protocols originally proposed
for mobile ad hoc networks. The key difference from the



existing solutions is the definition of “zone,” where senders
and receivers stay anonymous. The proposed RER guaran-
tees that a message reaches at least one of the nodes in the
next onion group, with a certain probability specified by the
threshold. In addition, RER can be used as a subroutine of
ZBAR.

• We next propose a framework of anonymous routing (FAR)
for DTNs that subsume all the Epidemic, zone-based, and
onion-based routing protocols with tunable parameters. In
FAR, a message travels along a set of onion groups with
router-by-router encryption, and every communication be-
tween two consecutive onion routers on the routing path
is performed by either Epidemic routing or spray-and-wait
forwarding with a time constraint. By doing this, FAR
enjoys the advantages of these baseline protocols, and DTN
users can balance the performance, privacy, and cost base
on their preferences.

• We then quantitatively analyze the privacy metrics provided
by FAR. To be specific, the closed form solutions used to
estimate the traceable rate and source/destination anonymity
are provided. The proposed mathematical models help DTN
users to select appropriate routing parameters that meet their
security and privacy requirements.

• Finally, we conduct extensive simulations using one of
the well-known real traces, CRAWDAD dataset cam-
bridge/haggle [11], as well as random graphs to demonstrate
the performance and degree of privacy of the proposed
scheme. Furthermore, the simulation results are compared
with analytical results, and the comparisons show that our
analyses provide very close approximations.

The rest of this paper is organized as follows. Related
works are reviewed in Section II. In Section III, the AE,
RER, and ZBAR protocols specifically revised for DTNs are
presented. These protocols will serve as the building blocks
for the proposed FAR, which is introduced in Section IV.
The mathematical analysis of the proposed FAR is presented
in Section V. The performance of the proposed scheme is
evaluated by computer simulations in VI. The discussions
on how to select parameters is provided in Section VII.
Section VIII concludes this paper.

II. RELATED WORK

A. DTN routing

Epidemic routing [12] is a flooding-like message forwarding
scheme that allows nodes to copy a message at every contact.
While this approach maximizes the delivery rate and mini-
mizes the delay when buffer constraint is not considered, it
incurs a large amount of overhead. A ticket-based protocol,
e.g., spray-and-wait [13], balances the trade-off between the
performance and control overhead by limiting the number of
copies of a message. Based on how the tickets are controlled,
there are two types of spray-and-wait protocols: source and
binary spray-and-wait. In the source spray-and-wait protocol,
the source node has L tickets and consumes one ticket by
forwarding a message at every contact. Thus, the source can

duplicate up to L copies of a message. In the binary spray-
and-wait, the source node with L tickets gives L/2 tickets
at the first node it has a contact with. That is, every node
with a message consumes half a ticket at every contact. To
improve the message delivery with limited tickets, proba-
bilistic analysis based on knowledge oracles [14], e.g., past
contact history, queueing, and traffic demand, is incorporated
to improve the delivery rate [15] and/or reduce the redundant
message forwarding [16]. Depending on what metric a system
administrator likes to emphasize the most, such as the average
delay and worst-case delay, a suite of utility functions are
proposed in [17].

B. Anonymous Routing for Ad Hoc Networks

Anonymous routing protocols in ad hoc networks are di-
vided into either onion-based [2]–[5] or location-based proto-
cols [5]. In onion-based routing, the layered encryption, with
different sets of secret keys, is applied to sensitive data and/or
routing information, and such encrypted information is called
an onion. This data structure forces traffic to travel through
a set of onion routers so that each layer of the onion can be
peeled off, one by one, for the destination node to obtain the
message. Onion routers neither store a network log, nor know
who is communicating with whom. For the protocols in this
category [2]–[5], an onion is generated by adding encrypted
layers during the route discovery phase.

The location-based protocol [5] preserves the anonymity of
end hosts by making their locations ambiguous. For instance,
ZAP [5] selects two proxies for delegate source and destination
nodes as shown in Figure 1. While unicast routing is used in
the communications between two proxies, anonymous flooding
is applied to the communications within anonymous zones
where a proxy and source node or destination node are located.
By doing this, the source and destination nodes are not
identifiable within the zone. The definition of a zone can be
defined by a topology-based zone, such as the number of hops
from a node, or by a geographical area including one of the
end points.

Fig. 1. An example of zone-based routing.

C. Anonymous Routing Protocols in DTNs

The most relevant research is the anonymous routing proto-
col design in DTNs. ALAR [7] preserves the location privacy
of a source node by dividing a message into several segments,
and then forwarding them via different neighbors. However,
this approach hides the location but not the identity of the
source node. A natural approach to preserving node anonymity
involves the use of proxies, such as onion routers or pivot.
Based on the threshold secret sharing [18], TPS [10] routes a



TABLE I
DEFINITION OF NOTATIONS.

Symbols Definition

n The number of nodes in a network
vi Node i

1/λi,j The inter-contact time between vi and vj
m,σ A message and an encrypted message

E(.)/D(.) Encryption/decryption functions
L The number of copies
K The number of onion routers that a message travels
η The number of hops between two nodes
Ri A set of onion routers for the i-th hop
Gi The size of onion group Ri

G The average number of nodes in an onion group
ri,j The j-th node in Ri

T, ti The end-to-end deadline and the zone i’s deadline
τ The threshold to determine ti
c The number of compromised nodes

message through at least τ groups out of s groups, and the last
intermediate node serves as a pivot. The difference between
TPS and onion-based routing is that the layered encryption is
not performed, and thus, the pivot knows the identity of the
destination. To the best of our knowledge, the most viable
protocols at this moment are group onion-based protocols,
such as ARDEN [8] and OGR [9] in which a set of nodes
share a secret key to form an onion group, and any node in
the same group can encrypt/decrypt the corresponding layer
of an onion.

III. PROTOCOL DESIGN

In this section, we first design a set of protocols for DTNs
based on anonymous broadcast and the zone-based protocols,
which are originally designed for mobile ad hoc networks.
These revised protocols, as well as the onion-based protocols,
will serve as the building blocks for the proposed FAR protocol
introduced in Section IV.

A. Definitions and Assumptions

A DTN is represented by an undirected graph which is
constructed from contact histories among nodes. Let vi be
a node i, and two nodes, say vi and vj , are connected in a
graph if vi and vj have at least one contact in the past. The
weight of a link between vi and vj is given by λi,j , where
1/λi,j is the inter-meeting time between two nodes vi and
vj . In [9], [19], the inter-contact time between nodes in a
DTN is assumed to be exponential distribution. We adopt this
assumption in this paper for the protocol design and analysis.
However, we will relax this assumption in the performance
section by using the real trace dataset and use this dataset to
access the performance of our derived protocol in the real-
world DTN scenarios. The probability density function that vi
meets vj at time t is obtained by λi,je−λi,jt. In addition, the
probability that vi meets vj within T is computed by:

Pi,j(T ) =

∫ T

0

λi,je
−λi,jtdt = 1− e−λi,jT (1)

In onion-based routing, a message, denoted by m, travels a
set of onions in the specified order by which each layer of an

onion is to be peeled off. We denote Ri as the set of nodes
for the i-th onion group by which m travels. For convenience,
The j-th node in Ri is labeled by ri,j , and the size of Ri is
Gi. In addition, the average group size is denoted by G.

The nodes in a DTN are assumed to have enough compu-
tational power to perform public and private key operations.
For cryptographic operations, PKi and SKi are defined as
the public and private keys of node vi. In addition, GKi

represents the group key of onion group Ri. The encryption
and decryption are denoted by E(.) and D(.).

The notations used in this paper are summarized in Table I.

B. The Attack Model

While the network model in DTNs differs from that of ad
hoc networks, the similar security threats such as eavesdrop-
ping and traffic analysis are possible in DTNs. For example,
an adversary clandestinely stalks a legitimate mobile user to
monitor whom the user meets and eavesdrop on wireless chan-
nels. Another possible attack is that an adversary blackmails a
user to obtain the network log, which contains the information
about from/to which node she receives/sends a message.

In this paper, we abstract the aforementioned threats by
the compromise attack, where some nodes in a network are
marked as being compromised and the message transmis-
sions/receptions are monitored. Then, an adversary reasons
possible routing paths and identifies source/destination based
on the information disclosed from compromised nodes. Let
{vs, r1, r2, ..., rK , vd} be a path with K + 1 hops and the
link between two relays be rk → rk+1. Then, we define the
two security attacks as follows.

Attack 1 (The path tracing) An adversary tries to discover

links vs → r1, rk → rk+1 for 1 ≤ k ≤ K − 1, and rK → vd
which constitutes a path as many as possible. Should rk be

compromised, an adversary will be able to find the next relay

rk+1 by stalking rk.

As a privacy metric against Attack 1, the traceable rate [4]
can be applied, which is a weighted metric indicating how
much portion of a path is disclosed to adversaries when
some nodes are compromised. Let η be the number of hops
between the source and destination, Cseg be the number of
compromised segments, and cseg,i be the length of the i-th
compromised segments. Then, the traceable rate, denoted as
Ptrace, is defined by Equation 2.

Ptrace =
1

η2

Cseg
∑

i=1

(cseg,i)
2 (2)

For example, let v1 → v2 → v3 → v4 → v5 be a routing
path where the number of hops is four, i.e., η = 4. Assume
that the link between nodes vi and vi+1 is disclosed to an
adversary when vi is compromised. For instance, when three
nodes, v1, v3, and v4, are compromised, the traceable rate will

be 1
2
+2

2

42
= 5

16
. If three consecutive nodes, v1, v2, and v3, are

compromised, the traceable rate will be 3
2

42
= 9

16
. As indicated

by these cases, the traceable rate is weighted in the sense



that the greater the length of the consecutive compromised
segments, the greater the portion of path that is traceable.

Attack 2 (The node deanonymizing) An adversary tries to

identify vs and vd. Should the first onion router r1 or the last

onion router rK be compromised, the adversary may narrow

the anonymous set to which vs or vd belongs.

Anonymity is the state of not being identifiable among
an anonymous set. Anonymity is generally modeled as an
entropy-based metric [20]. Let φ be all the possible elements,
and p be the probability that a given element is original. The
elements could be nodes and routing paths in our context. The
entropy of the system is given by Equation 3.

H(φ) = −
∑

∀i∈φ

pi log2(pi). (3)

When pi = pj for all i, j ∈ φ(i ̸= j), the set of elements
is anonymous. For example, assume that 10 nodes exist in
an anonymous zone, and one of them is the receiver of a
message. If a broadcast scheme is an anonymous protocol,
then the receiver is not identifiable among the 10 nodes. In
other words, any node in the set has the same probability of
being the receiver.

Let φ′ be a set of suspicious elements in the system
(in this case, φ′ is a set of nodes), Hφ′ be the entropy
of the system, and Hmax be the maximal entropy that the
system can achieve. Then, the degree of anonymity is defined
as D(φ′) = Hφ′/Hmax. Computing pi in Equation 3 is
application-dependent. The definitions of anonymity for source
and destination nodes are modeled in Section V-B.

C. Anonymous Epidemic Routing

Let vs be the node who wishes to deliver message m to
destination node vd. First, vs encrypts m by vd’s secret key,
say PKd. Let σ be the ciphertext computed by E(PKd,m).
For each message, the message ID, denoted by m.id, is
defined, which can be either a unique sequence number or
a random number. Note that m cannot be deduced from m.id.
The information about the source node is not included in the
header, as to preserve the source anonymity. Such information
should be stored in m so that only vd can tell where the
message comes from.

Afterwards, a pair of m.id and σ is sent based on Epidemic
routing. Consider that node vi has m and meets another node
vj . Nodes vi and vj check if vj has σ by exchanging m.id.
If so, no action will be taken. If it is the first time for vj
to see m.id, vi forwards (m.id, σ) to vj . If the receiver, vj ,
is the destination, it decrypts σ by computing D(SKd,σ).
Otherwise, vj continues the Epidemic process. For message m,
the end-to-end deadline is defined as m.T , which is initialized
by parameter T , and m is discarded if the deadline has passed.

In the case of mobile ad hoc networks, vd will also broadcast
m to pretend as if it is not the destination against the location-
based deanonymization attack. However, in DTNs, a network
is constructed by contact events, and thus, such an attack is not
of concern. The pseudo code of anonymous Epidemic routing
is described in Algorithm 1.

Algorithm 1 AE(vs, vd, m, T )

1: /* vs does the following */
2: vs sets vd and m.T ← T .
3: vs computes σ ← E(PKd,m).
4: /* vi does the following at a contact with vj */
5: vi and vj establish a secure link.
6: if vj has not seen m.id then
7: vi sends (m.id, σ) to vj .
8: /* When vj is vd, it does the following */
9: if vj = vd then

10: vd obtains m by m← D(SKd,σ), return SUCCESS.
11: /* Error handling */
12: if m is not delivered within T then
13: vi discards m, and returns FAIL.

D. Restricted Epidemic Routing Mode

For the proposed protocol to use anonymous Epidemic
routing as a subroutine, we extend Algorithm 1 in the previous
subsection as anonymous restricted Epidemic routing (RER).
Specifically, not only source and destination nodes, but also
any two relay nodes like onion routers, for example, can
use anonymous Epidemic routing. One example is to apply
Epidemic as a variant of partial flooding, which is used in the
zone-based routing.

The first extension is the introduction of a zone, where Epi-
demic routing is performed. Note that the zone in anonymous
Epidemic routing is the entire contact graph. In the zone-
based protocol for ad hoc networks, an anonymous zone is
defined by Euclidean distance or topological distance, i.e.,
the number of hops. However, the network representation
of a DTN does not indicate the physical location of nodes,
and so Euclidean distance cannot be applied. For topological
distance, a small value of TTL, say two or three hops,
is normally used as an anonymous zone. The small TTL
value will unfortunately make a protocol susceptible to the
topology-based deanonymization attack. Therefore, in order
to anonymously control the area of Epidemic zone, the zone
deadline, which is denoted by t, is used. Here, the value of t
is much smaller than the end-to-end deadline T , but is large
enough for a message to reach the expected receiver within
the deadline with high probability.

Let vi be the node with message m, and vj be the expected
receiver. We define τ as the probability that vj receives m
within the zone deadline, t. Here, τ is a system parameter
required by vi, and t is dynamically computed from a given
τ . Let Pi,j(t) be the probability that vi and vj have a
contact within t. If we set τ to be Pi,j(t) in Equation 1,
i.e., the probability that vi has a contact with vj within t, the
appropriate zone deadline t can then be computed as shown
in Equation 4.

t = −
ln(1− τ)

λ
(4)

In the case of anycast-like forwarding, i.e., a message
transmission from node vi to any node r in Rk, we may set
λ to be

∑

∀r∈Rk
λi,r.

The second extension is the introduction of a group, where
any node in the next group can serve as a relay. Let vi ∈ Rk

be the node which wishes to relay message m to any node



Algorithm 2 RER(vi, Rk+1, σk, τ , T )

1: /* vi ∈ Rk does the following */
2: vi sets m.tk+1 from τ .
3: /* vi does the following at a contact with vj */
4: vi and vj establish a secure link.
5: if vj has not seen m.id then
6: vi sends (m.id, σk) to vj .
7: if vj ∈ Rk+1 then
8: vj computes σk+1 ← D(SKGKk+1

,σk).
9: return SUCCESS;

10: /* Error handling */
11: if m is delivered within neither m.tk nor m.T . then
12: vi discards σk from its buffer.

rk,j ∈ Rk+1. At every contact between vi and vj , vj checks
if it has seen m.id before. If so, they ignore the message and
do nothing. Otherwise, vi sends σk to vj . Then, Epidemic
routing is repeated until the zone deadline, m.t, has expired.
If vi ∈ Rk, it identifies itself as a next-relay by the group ID,
denoted by gid. Using the corresponding group key of Rk+1,
denoted by GKk+1, vj peels off a layer of encrypted message,
i.e., σk+1 ← D(GKk+1,σk). If either a zone or end-to-end
deadline has passed, m is discarded.

The pseudocode of RER is presented in Algorithm 2.

E. Zone-Based Anonymous DTN Routing

A zone-based anonymous DTN routing (ZBAR) can be
constructed from Epidemic and spray-and-wait protocol, each
of which is replaced with partial flooding and unicast routing
(e.g., geographical routing). That is, Algorithm 2 is used for
message transmission from the source to its proxy and from
the destination proxy to the destination. Between the proxies,
source/binary spray-and-wait is used.

An anonymous spray-and-wait forwarding between two
proxies is basically the same as the one used between two
intermediate relays in onion-based routing. Based on these
ideas, we construct a zone-based anonymous DTN routing
(ZBAR), as follows.

The source node vs selects the source and destination
proxies, say rs and rd, respectively. Then, σd ← E(PKd,m),
σ.rd ← E(PKrd ,σd), and σ.rs ← E(PKrs ,σrd) are com-
puted. The encryption structure is the same as that of an onion,
where vd can decrypt the encrypted data after rs and rd peel
off the outer layers. In addition, m.id and m.t are calculated.
A message is composed of (m.id, m.t, m.T , mode, σ.rs). The
value of mode could be either the restricted epidemic RE or
spray-and-wait SW forwarding mode.

From vs to rs, restricted Epidemic routing is performed.
A receiving node first attempts to decrypt σrs . If it fails, the
node is not the proxy, and the Epidemic process continues
as long as m.t has not expired. Otherwise, rs decrypts the
outmost layer of the onion, and it switches the mode of
the message to the spray-and-wait forwarding mode. From
rs to rd, a message (m.id, m.T , mode, σ.rd) is forwarded
by anonymous spray-and-wait with single-copy forwarding.
When the destination proxy, rd, receives the message, the
corresponding layer of σ.rd is decrypted, and m.t is computed.
Then, the restricted Epidemic routing for message (m.id, m.t,

Algorithm 3 ZBAR(vs, vd, m, T )

1: /* vs does the following */
2: vs selects two proxies, rs and rd.
3: vs computes σd ← E(PKd,m),σ.rd ← E(PKrd ,σd), and

σ.rs ← E(PKrs ,σrd).
4: vs sets m.T , m.t, and m.mode← RE.
5: vs executes Algorithm 2 RER(vs, {rd}, m, m.t).
6: /* rs meets node vi. */
7: vi and vj establish a secure link.
8: if vi identifies itself as rd then
9: vi computes σd ← D(SKrd ,σ.rs).

10: vi sets m.t and m.mode← RE.
11: vi executes Algorithm 2 RER(rd, {vd}, m, T ).
12: if m.t expires then
13: vi removes m from its buffer.
14: /* vd does the following */
15: vd obtains m by m← D(SKd,σ), return SUCCESS.
16: /* Error handling */
17: if m is not delivered in T then
18: vi discards m, and returns FAIL.

m.T , mode, σ.d) is again performed. The destination identifies
itself by successfully decrypting σd using SKd. The pseudo
code of ZBAR is presented in Algorithm 3.

IV. FRAMEWORK OF ANONYMOUS ROUTING

A. Motivation and Basic Idea

We first point out two problems regarding the existing
anonymous routing with onion-based [8], [21] and threshold-
based [10] schemes for DTNs. The first issue is that the
source (or the destination) node is anonymous only within
its onion group. Hence, the identity of a source or destination
node will be revealed if the first or the last onion router is
compromised. The second issue is that an intermediate onion
router knows the previous and subsequent onion routers. These
problems significantly reduce the node anonymity and the path
untraceability.

To alleviate the first problem, we have proposed the ZBAR
protocol based on zone-based routing [5] in Section III.
However, the second issue still remains unresolved with the
zone-based approach. To preserve anonymity, an intermediate
onion router should not know the exact previous and next
forwarding nodes. In addition, the first and last onion routers
should not know they are located at the edge of an onion path.

To achieve these desirable properties, we propose a Frame-
work for Anonymous Routing (FAR) for DTNs that subsumes
all the anonymous routing protocols. That is, the source node
sets up a set of onion routers, and then all nodes on the
path forward a message with the restricted Epidemic routing.
Note that the proposed FAR does not just combine different
anonymous routing protocols, but creates a framework that
subsumes all the protocols. In other words, FAR serves as
either an anonymous Epidemic, ZBAR, or onion-based proto-
col, when its parameters are set differently. By adjusting the
parameters appropriately, FAR enjoys the advantages of all
these anonymous routing protocols.

B. The Protocol Overview

In this section, we describe the high-level overview of the
proposed FAR. Let vs be the source node which wishes to



Algorithm 4 FAR(vs, vd, m, K, L, G, F , T , τ )

1: /* vs does the following */
2: vs selects K onion groups.
3: vs computes σ0 ← E(PKd,m).
4: vs computes σi ← E(GKRi ,σi−1) for 1 ≤ i ≤ K.
5: vs sets σ1.t1.
6: vs executes RER(vs, R1,σ1, T ).
7: /* On receiving σk from vj ∈ Rk−1, vi ∈ Rk does the following

*/
8: if vi ∈ Rk receives σk from vi ∈ Rk−1 then
9: if vi identifies itself as vd then

10: vd obtains m by m← D(SKd,σk).
11: returns SUCCESS.
12: else
13: vi sets σk.tk.
14: if σk.fk is RE then
15: /* Restricted Epidemic mode */
16: vi executes RER(vi, Rk+1,σk, T ).
17: else if σk.fk is SW then
18: /* Anonymous spray-and-wait mode */
19: vi forwards σk when it has a contact r ∈ Rk+1 if r has

not seen σk.
20: /* Error handling */
21: if m is not delivered in T then
22: vi discards m, and returns FAIL.

deliver message m to destination vd. The routing parameters,
{K,L,G, F}, are selected by vs, where K is the number of
onion relays that m shall travel, L is the number of copies,
G is the size of the onion group, and F = {f1, f2, ..., fK} is
a set of forwarding modes. A forwarding mode can be either
restricted Epidemic RE or source spray-and-wait SW .

After initializing the routing parameters, vs randomly se-
lects a set of K onion groups (K ≥ 1), along which m travels
and creates an onion. How to forward m from one node to
another differs, depending on the forwarding mode utilized.
In the RE mode, a node, say vi, with m sends a copy to all
the nodes contacted by vi within the zone deadline. In the
SW mode, a node with m sends a copy to any node in the
next onion group as long as the tickets (the number of copies
allowed to duplicate) are available. The forwarding mode for
the i-th hop is determined by fi. When a node, say rj , in
the next onion group Ri+1 receives m, the outer layer of the
onion is peeled off by the corresponding group key. Then, the
forwarding process continues based on the forwarding mode
specified in fi+1. This process is repeated until the destination
vd receives m.

C. Framework of Anonymous Routing

To initialize the anonymous network system, an approach
for onion group routing, proposed in [8], can be used. The
nodes in a network are divided into ⌈n/G⌉ groups, where G
is the average number of nodes in a group. For simplicity,
we assume n to be divisible by G. Nodes in the same group
are assumed to be able to encrypt/decrypt the corresponding
layer of an onion by a common secret or public/private keys.
Note that the header size is generally much smaller than the
amount of data which can be transmitted during a contact, e.g.,
the message header size is in the order tens of bytes, while
the most of contact durations between mobile devices with

bluetooth and WiFi capabilities is approximately 250 seconds
in CRAWDAD dataset [11]. As a consequence, such overhead
is not considered.

The pseudo code of FAR is provided in Algorithm 4. As
inputs, the system parameters {K,L,G, F} and the end-to-
end deadline, T , are selected by vs. Lines 1 to 5 represent
the initialization phase. The source node, vs, randomly selects
a set of onion groups by which m travels. First, vs obtains
σ0 by computing E(PKd,m) with vd’s public key. Then, an
encrypted onion is created by applying a set of group keys
associated with Ri, i.e., σi ← E(GKRi

,σi−1) for 1 ≤ i ≤ K.
Finally, vs sets the timer, denoted as σ.t by Equation 1.

The forwarding process at the k-th Epidemic zone is shown
from Lines 7 to 19. For each zone, RER or spray-and-wait
forwarding is executed until m reaches vd. During the RE
forwarding mode, σ is discarded if the zone deadline σ.t
expires. When the destination node, vd, receives σ, it applies
its private key to obtain the original message, m. If the
destination does not obtain m by the deadline T , the routing
process fails.

FAR subsumes Epidemic, zone-based, and onion-based
anonymous routing protocols. The parameters (K =
0, null, null, S = {RE}) indicate an AE protocol, in which
Epidemic is performed by hiding the source and destination
nodes. In the case of (K,L,G, {f1 = SW, f2 = SW, ..., fK =
SW}), the protocol is reduced to onion-based routing. In
addition, depending on G and L, the protocol can be onion
(G = 1) or onion group (G ≥ 2) routing with single/multi
copies (L = 1 or L ≥ 2). The configuration of (K = 2, L = 1,
G, {f1 = RE, f2 = SW, ..., fK−1 = SW, fK = RE}) serves
as the ZBAR protocol.

V. SECURITY ANALYSES

In this section, analytical models are built for traceable rate
and node anonymity of the proposed FAR under Attacks 1
and 2, respectively. Our analysis provides the closed form
solutions to different metrics, by which DTN users select
the system parameters that meet their security and privacy
requirements. Note that the analyses of AE (Algorithm 1)
and ZBAR (Algorithm 3) are trivial and thus omitted. In
the following discussions, the uniform distribution is used for
compromised nodes.

A. Traceable Rate

The traceable rate is computed by Equation 2 against the
path tracing attack defined in Attack 1. The proposed FAR
employs anonymous Epidemic forwarding, and the path can be
revealed only by the reverse order from the destination. Thus,
the number of compromised segments Cseg in Equation 2
equals either 0 or 1. Let X be the random variable that
represents the length of the compromised segments cseg,1,
then E[X] can be computed by the geometric distribution with
the limited number of trials. The probability of a node being



compromised is c/n. Denoting p = 1 − c/n and q = c/n,
E[X] can be obtained as follows:

E[X] =
η

∑

i=1

iqi−1p+ ηqη = qE[X] +
η

∑

i=1

qi−1p+ ηqη (5)

By defining ϵ1 =
∑η

i=1
qi−1p and ϵ2 = ηqη , we will have

E[X] =
n(ϵ1 + ϵ2)

n− c
. (6)

Since the traceable rate is weighted, we need to compute
E[X2], which can be obtained as follows:

E[X2] =
η

∑

i=1

i2qi−1p+ η2qη (7)

= qE[X2] + 2qE[X] +
η

∑

i=1

qi−1p+ ηqη (8)

=
n(n+ c)(ϵ1 + ϵ2)

(n− c)2
(9)

Since (cseg,1)2 = E[X2], the traceable rate is computed by
1
η2E[X2], and therefore, we derive Equation 10.

Ptrace =
1

η2

{

n(n+ c)(ϵ1 + ϵ2)

(n− c)2

}

(10)

The number of hops, η, increases in proportion to the value
of the number of onion routers, K. This is because all the
messages must travel at least one onion relay in a particular
onion group, in the predefined order. Thus, in a high-level
view, we can consider that one hop from an onion router to
the next onion router is a link. For a DTN user to find an
appropriate routing parameter K, we may simply set η to be
K + 1.

B. Source and Destination Anonymity

How to quantify anonymity is application-dependent, and
thus, we model source and destination anonymity as follows.
In FAR, the anonymity of source and destination nodes are
computed in the same way, and only two parameters, the
number of nodes n and the number of compromised nodes
c, are related to this metric. In the case of a node not
being compromised, the node is identified among the non-
compromised nodes with the probability of 1/(n − c). Thus,
the maximal entropy of a node is defined as

Hnode
max = −

∑

∀nodes in φ

1

n− c
log2

(

1

n− c

)

. (11)

If a node is compromised, it is identified with 100%
probability. In other words, the entropy of a node is always 0
if the node is compromised. Otherwise, it is still anonymous
among the set with size 1/(n−c). Let φ′ be a set of suspicious
nodes. The entropy of a node, denoted by Hnode

φ , is obtained
by:

Hnode
φ′ = −

∑

∀nodes in φ′

(1−
c

n
) ·

1

n− c
log2

(

1

n− c

)

. (12)

TABLE II
SIMULATION PARAMETERS FOR RANDOM GRAPHS.

Parameter Value (default value)

The number of nodes 200
The inter-contact time 0 to 720 unit time

The group size 10 or 20
The number of onion routers 3

The number of copies 10 or 20
The message due 10 to 2,000 unit time

The threshold of RER 0.8 to 0.99
The % of compromised nodes 0% to 50% (10%)

Here, |φ′| = n−c. Therefore, we will derive the anonymity
of a node as follows:

Dnode(φ
′) =

Hnode
φ′

Hnode
max

= 1−
c

n
(13)

VI. PERFORMANCE EVALUATION

In this section, computer simulations are conducted to
evaluate the performance of the proposed scheme. A set of the
proposed protocols, AE, ZBAR, FAR, as well as the existing,
onion-group routing (OGR) [9] are implemented. To the best
of our knowledge, OGR in [9] is the latest and the most viable
anonymous routing protocol for DTNs. Note that AE, ZBAR,
and OGR are special cases of FAR. For simplicity, we refer to
them as AE, ZBAR, and OGR instead of FAR with specific
parameters.

A. Simulation Configurations

In most of DTN researches, random graphs as well as
real traces are used for mobility models [9], [19]. In our
simulations, two scenarios are considered. One is a randomly
generated contact graph for evaluating the proposed schemes
in large-scale DTNs; the other is a real contact trace [11] to
demonstrate that our FAR works well in realistic environments.
Random graphs - A contact graph with 200 nodes is gen-
erated by assigning inter-contact times to each pair of two
nodes. redNote that the number of nodes is fixed, as it does
not directly affect the security and privacy metrics. The inter-
contact time is exponentially distributed with parameter λi,j

for a pair of nodes vi and vj (i ̸= j). The initial value
of 1/λi,j is generated by the normal distribution in which
the mean and variant are set to be 360 and 720 time units,
respectively. The group size is set to be 10 or 20, the number
of onion routers is set to be 3, and the number of copies
is set to be the same as the group size (i.e., L = g). The
message deadline T is randomly selected in the range of 10
to 2,000 time units, and the percentage of compromised nodes
is set to be 0% ≤ c/n ≤ 50%, where c is the number of
compromised nodes and n the total number of nodes. The
simulation parameters are summarized in Table II.

The source and destination nodes are randomly selected,
and each node runs an anonymous routing protocol with
given parameters. If a message is delivered from source to
destination within the deadline, T , the message delivery is
successful. For a given percentage of compromised nodes, i.e.,
c/n, randomly selected nodes of such a portion are marked
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as compromised, and then security metrics are computed. For
each set of parameters, 1,000 contact graphs are generated for
the simulation.

Real traces - CRAWDAD dataset cambridge/haggle [11]
contains a set of contact trace experiments. In our simulations,
Experiments 2 and 3, the so-called Cambridge and Infocom
2005 traces, are used as inputs. In these scenarios, we only
consider the contacts between mobile nodes, i.e., iMotes, and
omit contacts among stationary nodes and external devices.
There are 12 and 41 mobile nodes in the Cambridge and
Infocom 2005 traces, respectively. Each piece of contact
information contains two node IDs, the time that the two
nodes meet, the time that they lose a connection, the number
of contact times, and the elapse time of the last time the two
nodes met. Contact events are recorded in the order of seconds.
Since the contact events are traced over three to five days,
there exist time periods in which there is no contact, e.g., off-
business hours and night time. Thus, a source node is assumed
to initiate a message transmission at any time after it has a
contact with any node, which implies that message delivery
starts during business hours, but not at night time.

For a given trace file, the number of nodes and inter-meeting
times are calculated. The other simulation parameters, i.e., K,
L, G, c, and T are set in the same way as the random graphs.
For each trace file, 500 different sets of source, destination,
and intermediate onion routers are randomly selected, and the
average performance is computed.

B. Results Using Synthesize Graphs

Figure 2 shows the cumulative distribution function (CDF)
of the delivery rate with respect to the deadline. AE results in
the fastest delivery, and the CDF of FAR reaches 0.95 within
70 time units. This indicates that Epidemic-based routing
delivers a message much faster than does OGR. ZBAR incurs
slightly longer delay than AE and FAR, since it forwards a
message by the stop-and-wait between the first and last onion
routers. In addition, it is intuitive that a larger group size leads

to faster message delivery, and this can be clearly observed in
this figure.

Figure 3 illustrates the traceable rate with respect to the
percentage of compromised nodes. Since every path is consid-
ered independently, the group size does not affect the traceable
rate. In addition, it is intuitive that the traceable rate gradually
increases as the percentage of compromised nodes increases.
In the proposed FAR, a routing path can be traced only by
the consecutive compromised segments from the destination
node, and thus, the traceable rate is much lower than that of
the other protocols. From the figure, the traceable rate resulting
from FAR is at most half of that by OGR. Similar to OGR,
ZBAR forwards a message between intermediate onion routers
by spray-and-wait forwarding. As a result, the traceable rate
of ZBAR is higher than that of FAR, but smaller than that of
OGR.

Figures 4 and 5 illuminate the source and destination
anonymity with respect to the percentage of compromised
nodes. In OGR, the large group size results in low source
and destination anonymity due to its design issue. On the
contrary, the source and destination anonymity resulting from
FAR is independent of the group sizes, since each of the
communications between onion routers is performed by the
RER (Algorithm 2). This indicates that the onion routers are
indistinguishable if they are the first/last onion routers, or the
intermediate ones. Hence, unless the source and destination
nodes are compromised, adversaries cannot confine the anony-
mous set in which the source/destination is included. Similarly,
AE reveals no information about the identity of source and
destination nodes unless they are compromised. In ZBAR,
the size of the anonymous set to which the source/destination
belongs decreases if at least one of the nodes in the first/last
onion groups is compromised. Therefore, ZBAR results in
slightly smaller node anonymity than FAR and AE. For OGR,
the destination anonymity is better than the source anonymity.
This is because the destination can be ambiguous in identifying
the onion group as the destination, as proposed in [8]; however,
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this technique cannot be applied to the source node.

Figure 6 depicts the amount of message forwarding, intro-
duced by anonymous protocols with respect to the size of
onion groups. Note that AE does not use intermediate onion
routers, and so it is independent of the group size. Apparently,
Epidemic-based, i.e., AE, ZBAR, and FAR, incur more mes-
sage overhead than OGR. FAR introduces the greatest amount
of message forwarding, as it forwards a message by RER
(Algorithm 2) at every communication between two onion
routers. However, we claim that achieving the highest privacy
in terms of the traceable rate and node/path anonymity with
FAR is still worth a large amount of control overhead.

C. Results Using Real Traces

The Cambridge trace, i.e., Experiment 2 in [11] is relatively
small-scale and dense (12 mobile nodes), and thus, the number
of onion routers and the group size are set to be K = 3 and
G = 1, respectively. The number of copies in OGR and in
the stop-and-wait mode in ZBAR are set to be L = G. Note
that having more than one copy in OGR and ZBAR does not
help message delivery when G = 1. On the other hand, the
Infocom 2005 trace (i.e., Experiment 3 in [11]) is a medium-
sized contact network with 41 mobile nodes. The number of
onion routers, the group size, and the number of copies are
set to be K = 3, G = 5, and L = G, respectively.

Figures 7 and 8 show the delivery rate for different proto-
cols resulting from the Cambridge and Infocom 2005 traces,
respectively. In Figure 7, the proposed FAR achieves faster
delivery than ZBAR and OGR. In addition, the message
delivery is mostly completed within 1,000 seconds, which is
much faster than the results shown in Figure 8. This is because
the Cambridge trace is generated by the students and faculty
members of the same lab group, and there is a landmark where
they meet very often.

The Infocom 2005 trace contains fewer contact events than
the Cambridge trace. The x-axis of Figure 8 is scaled longer.
As can be seen from the figure, the delivery rate of all the
protocols increases toward 1,000 seconds, and then a stable
period is observed from 5,000 to 30,000 seconds. This implies
that there are no contact events during business off-hours.
The delivery rate of all the protocols reaches 99% around
60,000 seconds (approximately 16.5 hours), and most of the
message transmissions are likely to go through business off-
hours. OGR always results in smaller delivery rate than the
other protocols, and no significant difference between AE and
FAR can be seen. ZBAR incurs a slightly longer delay than

 0.3

 0.4

 0.5

 0.6

 0.7

 0.8

 0.9

 1

 0  10  20  30  40  50

S
o
u
rc

e 
an

o
n
y
m

it
y

Percentage of compromised nodes

Simulation: G=1
Simulation: G=5

Analysis

Fig. 14. The source anonymity analysis
w/ the Infocom 2005..

 0.3

 0.4

 0.5

 0.6

 0.7

 0.8

 0.9

 1

 0  10  20  30  40  50

D
es

ti
n
at

io
n
 a

n
o
n
y
m

it
y

Percentage of compromised nodes

Simulation: G=1
Simulation: G=5

Analysis

Fig. 15. The destination anonymity
analysis w/ the Infocom 2005..

AE and FAR, as it uses the onion-based forwarding between
source and destination proxies.

Figure 9 presents the traceable rate using the Infocom 2005
trace with respect to the percentage of compromised nodes.
Note that traceable rate is independent of the inter-meeting
time among nodes. As can be seen in the figure, the traceable
rate of FAR is at least half of AE, ZBAR, and OGR when
50% of the nodes are compromised.

Figures 10 and 11 illustrate the source and destination
anonymity resulting from the Infocom 2005 trace. The node
anonymity of AE, ZBAR, and FAR linearly decreases when
the percentage of compromised nodes increases. Since the
contact trace is not large, i.e., the Infocom 2005 trace contains
41 mobile nodes, the difference among AE, ZBAR, and FAR
is not significant. On the other hand, OGR always results
in smaller source and destination anonymity than the other
protocols.

Figure 12 depicts the number of messages for different
protocols resulting from the Infocom 2005 trace. While OGR
results in the smallest message overhead, its delivery rate is not
acceptable as shown in Figure 8. FAR and ZBAR introduce
more redundant message forwarding than AE and OGR do.
However, we stress that they provide lower traceable rate and
high node anonymity. Since the trace is relatively a small scale
network containing 41 mobile nodes, the difference value of
the thresholds does not affect the message overhead.

D. Comparisons Between Simulation and Analysis

Figure 13 shows the traceable rate resulting from simula-
tions and analysis. Note that, according to our analysis, the
traceable rate is independent of the size of onion groups, and
thus simulation results with different group sizes are very close
to each other. This figure demonstrates that the analytical result
provides a very close approximation for the traceable rate.

Figures 14 and 15 provide the source and destination
anonymity resulting from simulations and analyses. As the



proposed analysis indicates, both the source and destination
anonymity decrease as the number of compromised nodes
increases. In addition, a significant difference between differ-
ent group sizes is not observed, since the node anonymity is
independent of the size of onion groups.

VII. CONSIDERATIONS ON PARAMETER SELECTION

In this section, we discuss how to select parameters that
satisfy a given security, performance, and cost requirements.
The first consideration is a set of forwarding modes, SW
and RE. There is no obvious advantage of using SW ex-
cept smaller amount of message overhead. Thus, RE mode
should be applied for achieving both the faster delivery and
higher degree of privacy as long as the message overhead is
acceptable.

There are three tunable parameters: the number of message
copies L, onion group size G, and number of intermediate
onion routers K. Among them, G and K are specified by the
network administrator. The centralized setting of G is required
to initialize the public/private keys. In many scenarios, K
is a constant, e.g., K = 3 in Tor [1]. Even in wired
communications, the use of onion routers significantly reduces
the throughput, and thus, the value of K should not be greater
than three for DTNs. The value of L is tunable by users for
each message transmission request, and L ≤ G holds because
letting L > G has no effect. As a rule of thumb, the larger
value of L improves the delivery rate. Note that our analysis in
Section V implies that the traceable rate and source/destination
anonymity are independent from L, although they slightly
affect these metrics in simulations. Thus, in the following,
we discuss how users can select a proper value of L based
on their performance requirement subject to given acceptable
message overhead.

Recall that n is the number of nodes in a network and c
is the number of compromised nodes. For given parameters
K and G specified by the administrator, the function of the
message overhead, denoted by C(L,K,G, n), is defined by

C(L,K,G, n) ≤

⎧

⎪

⎨

⎪

⎩

LG(K + 1) for OGR
n for AE
2nLG(K − 1) for ZBAR
nLG(K + 1) for FAR.

(14)

Let M be the acceptable number of forwarded messages. The
desirable value of L ≤ G to maximize the delivery rate can
be obtained by introducing the number of copies L, subject to
C(L,K,G, n) ≤M .

VIII. CONCLUSION

In this paper, we first construct anonymous Epidemic (AE) and
zone-based routing protocols (ZBAR) for DTNs by porting the
existing solutions designed for ad hoc networks. Then, we design
a framework for anonymous routing (FAR) that subsumes all the
Epidemic, zone-based, and onion-based routing. By tuning param-
eters, the proposed FAR enjoys the advantages of these protocols,
but at the same time offsets disadvantages. With this design, FAR
accommodates compatibility problems among DTNs with different
routing policies, and thus, it can be deployed to DTNs with different
security and anonymous requirements with ease. In addition, quan-
titative analyses are studied in terms of node anonymity as well as

traceable rate. Furthermore, the extensive simulations resulting from
randomly generated graphs as well as one of the well-known real
traces called CRAWDAD dataset Cambridge/haggle demonstrate that
the proposed scheme outperforms the existing solutions. Moreover,
simulations and numerical results are compared and validated by each
other. We believe our framework serves the foundation of anonymous
routing for many types of contact-based networks.
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