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Abstract Smart city comprises numerous technologies and depends on sensors to be
aware of its environment. Vehicular sensing where vehicles on the road continuously
gather, process, and share location-relevant sensor data (e.g., road condition, traffic
flow) is emerging as a new network paradigm for sensor information sharing in urban
environments. In this chapter, we introduce the vehicular network and the challenges
in it.Wewill briefly discuss the existing routing protocols for vehicular networks, and
analyze them by a macro–micro model. In addition, we will also cover the vehicular
sensor applications in smart cities.

1 Introduction

One way to cope with challenges of modern urban environment (increasing pop-
ulation, pollution, energy consumption, etc.) is by making it intelligent [1]. Smart
cities take advantage of the benefits of integrating citizens and cities into the natural
and ecologically friendly environment using modern technologies to improve their
lives. Urban governance can be achieved through appropriate responses to events,
redistribution of resources based on new environmental conditions, or any unnatural
problems such as accidental or catastrophic benefits of modern technology. The city
highly integrates the meaning of the road and vehicular traffic infrastructure with
the networks themselves. Thus, along with standard infrastructures such as water
supply or electricity, smart urban development is highly dependent on the develop-
ment of transportation infrastructures on roads and streets as they are all potential
locations for sensor and data transmission paths. In addition, modern vehicles that
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are becoming smarter andmore heavily equipped with sensors and actuators use road
infrastructure. These already existing vehicle functions can be achieved by enabling
vehicles to collect more general sensor data for further enhancement for data transfer,
such as the heterogeneous mobile sensor network.

The combination of fixed and mobile sensors and networking technologies into
agile, error-prone, modern, and powerful networks can prove valuable to the data
infrastructure of the smart city. However, this network faces its unique challenges in
which some nodes are stationary and some are mobile, and there is a basic require-
ment to determine the optimal routing path for data transmission. We wanted to
achieve a constant presence of sensors in the cities and they did not have a fixed net-
work infrastructure re-input interconnection. To achieve this goal, we should use a
heterogeneous approach that will utilize all possible network access points to achieve
dynamic interconnection of all possible intelligent devices and sensors.

Vehicle Ad Hoc Networks (VANETs) are in the process of acquiring a related
businesses because of recent advances in inter-vehicle communication through the
DSRC/WAVE standard [2] and stimulating brand new visionary service vehicles
from entertainment applications to travel/advertising information, from driver safety
to opportunistic intermittent connectivity and Internet access [3, 4]. In particular,
Vehicular Sensor Networks (VSNs) are becoming a new tool to effectively monitor
the physical world, especially in urban areas where high concentrations of vehicles
equipped with onboard sensors are expected [5, 6], as shown in Fig. 1. In addition,
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Fig. 1 The architecture of Vehicular Sensor Network (VSN)
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with the onboard sensor and a 3G/4G mobile Internet connection, the growing pop-
ularity of smartphones sheds light on the use of smartphones as a platform involved
in vehicle remote sensing [7]. As a result, the remote sensing platform for such vehi-
cles will enable new applications such as street-level traffic estimation, ride quality
monitoring, and active city surveillance.

Vehicles are usually not subject to stringent energy constraints and can easily be
equipped with powerful processing units, wireless transmitters, and sensing devices
even with some complexity, cost, and weight (GPS, cameras, vibration sensors,
acoustic detectors, etc.). VSNs represent significant novelty and challenging deploy-
ment scenarios, and are significantly different from the more traditional wireless
sensor network environments, and therefore, require innovative solutions. In fact, in
a different way from conventional wireless sensor nodes, vehicles usually exhibit
constrained movement patterns due to street layout, connections, and speed limi-
tations. In addition, they usually have no strict limits on the processing power and
storage capacity.

2 Background

2.1 Architecture

The Vehicle Sensor Network (VSN) platform provides a means for data collec-
tion/processing/access to the sensor. Vehicle sensor data is collected successively
from city streets (for example, images, accelerometer data, and so on), and then
processed to search for information of interest (for example, identification plate
or to infer traffic patterns). Vehicle sensor information access network architecture
depends largely on the wireless access method at the bottom of the vehicle environ-
ment. In general, the Vehicular Sensor Network (VSN) consists of three layers: a
sensor layer, a communication layer, and a data process layer [8].

In the sensor layer, the vehicle is regarded as a large mobile sensor node. The
vehicle is equipped with an Onboard Unit (OBU), which is an electronic device that
can sense, communicate, and compute. It uses the OBU to sense the state of vehicle,
such as the speed, moving direction, and location. OBU also senses the environment
around the vehicle, such as the road traffic and climate. Moreover, most vehicles are
equipped with a Global Navigation Satellite System (GNSS) device, which can offer
positions and time synchronization for the vehicle, such as an American GPS or the
Chinese BeiDou navigation satellite system (BDS).

The communication layer includes VANET, cellular network (3G or 4G), and
mixed networks of the Internet. VANET uses the vehicles as mobile nodes in the
MANET to create mobile networks. Every participating vehicle turns into a wireless
router or node, allowing vehicles approximately 100–300 m around each other to
connect and, in turn, create a network with a wide range. When the vehicle falls
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Fig. 2 Communications in Vehicular Sensor Networks

in the signal range and when you exit the network, it can join other vehicles; the
vehicles are then connected to each other, creating a mobile Internet.

If the vehicle is only equipped with vehicle communication equipment, it should
operate in an infrastructure mode for free. Sensor data must be handled locally or
in collaboration with vehicle-to-vehicle (V2V) communications [9, 10] to facili-
tate access to information, as shown in Fig. 2a. Roadside Units (RSU) are the fixed
infrastructures which can help in forwarding the data packet to promote reliable
communications. If the vehicle is also equipped with access methods, such as 3G/4G
and WiMAX broadband wireless access, it can use a vehicle-to-infrastructure (V2I)
communication sensor data sharing over the Internet. Mobile users can report the
sensor’s data to the Internet servers, and other users can access information from
these servers [6], as shown in Fig. 2b.

The data processing layer includes two parts,namely, the data storage part and the
data analysis part [8]. A lot of the vehicles’ information, traffic data, and other data
require the appropriate storage mechanism. Google’s product is a stable solution,
and is divided into three levels from the bottom up—basic file system (Google file
system or the Colossus), database management (BigTable), and the programming
model (MapReduce). Data analysis is important for the applications of VSN, which
provides functions such as location-based services and vehicle monitoring services.

2.2 Environment

The impact of the environment on VANET is significant. The strategy of vehicu-
lar network under different environment will be different. The road structure under
urban environment is regular, such as the grid road structure in Manhattan. The pop-
ulation density in urban environment is very high. Moreover, the vehicles in urban
environment are driven at low speed due to the speed limit. Therefore, the data
transmissions of the vehicular network under the urban environment are often in the
inter-road mode, that is, the data packets are delivered along the multiple roads. On
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the contrary, the roads under rural environment are not structured, including several
intercity roads and highways. Moreover, the traffic volume is relatively low. Because
of the sparseness of roads and vehicles, the data transmissions of the vehicular net-
work under the rural environment are often in the intra-roadmode,where data packets
are usually delivered among vehicles in the road, such as highway.

2.3 DSRC/WAVE Protocol Stacks

Dedicated short-range communication (DSRC) is working in a 5.9GHz medium-
distance communication technology of a short distance [2, 11]. Standards Committee
E17.51 recognized a variant of the IEEE 802.11AMACDSRC link. DSRC supports
vehicles at speeds of up to 120 mph and a nominal range of 300 m (up to 1000
m), the default is a 6 Mbps data rate (up to 27 Mbps). This will be referred to as
DSRC/WAVE (Wireless Access in a Vehicular Environment) in a variety of appli-
cation environments to achieve and improve traffic flow, highway safety, and other
Intelligent Transportation Systems’ (ITS) application-related operations. DSRC has
two modes of operation: (1) Ad hoc mode, which is characterized by distributed
multi-hop networking (vehicle–vehicle), and (2) Infrastructure mode,which is char-
acterized by a centralized mobile single-hop network (vehicle-gateway). Note that,
depending on your deployment scenario, the gateways can be connected to each other
or connected to the Internet, and they can be equipped with computing and storage
devices, such as the Infostations [12].

3 Unique Challenges of Vehicular Networks

In vehicular ad hoc/sensor networks, the vehicles with radio ranges are regarded as
themobile nodes and routers to other nodes. The vehicular networks are similar to the
traditional ad hoc networks, such as self-management, short radio transmission range,
self-organization, and low bandwidth. However, the vehicular networks have unique
challenges that affect the design of the routing protocols [13]. These challenges
include the following:

High-speed mobility: The nodes in the traditional ad hoc networks (such as
wireless sensor networks) are often stationary, and of course there are some sensor
nodes that are moving, but the speed is slow,with the speed range of 1–5m/s. In the
vehicle sensor network, the node is in the city or highway moving vehicles, the speed
range is usually 10–30m/s, or even higher, so the node has high-speedmobility.Most
existing researches in sensor networks assume that the entire network is connected
after the deployment of sensor nodes, and any network node can be found in the
network topology to a data sink node path. However, in the vehicle sensor network
environment, this assumption is not established.
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Intermittent connectivity: Intermittent connectivity in the network refers to the
internode communication in the network that cannot guarantee a stable and contin-
uous connection for a period of time, the connection is always intermittent. In [14],
it is discussed that if the coverage radius of the node is 250 m at an average speed of
100 km/h, the probability of the link being 15 s is only 57%. The high-speed mobility
of nodes can also cause rapid changes in network topology. In the car network, due
to the high-speed mobility of nodes, the topology changes frequently. Network con-
nectivity has a large impact on communication protocols, but the in-vehicle network
is an intermittent connectivity network, making it difficult to establish end-to-end
reliable connections.

Frequent changes in the topology: In the traditional ad hoc networks (such as
wireless sensor networks) research, the vast majority is based on the traditional self-
organizing network characteristics, assuming that the nodes are connected in the
network, that is, each node in the network topology can find an end-to-end routing
path to another node for data transmission. However, it is difficult to find such stable
end-to-end routing path in a vehicular network. In the vehicular network, it is difficult
to solve the problem of routing in the network by establishing a relatively stable
routing table like the traditional network to manage the topology between nodes.

Opportunistic data delivery: In VANETs, the connectivity between nodes
change frequently with the mobility of nodes, and the event of forwarding data
occurs when a node meets with other nodes (in the range of communication radius
of each other). Thus, the data transmission adopts the way of store and forward, that
is, when the two nodes meet, they establish a wireless connection for exchanging
information and storing data, and then forward this data to the next node encoun-
tered until the transfer to destination. However, the vehicle in the network does not
understand the future travel route of its neighbors, so the uncertainty of such vehicle
movements will lead to the way in which the mobile node-based data is forwarded.
One solution is to copy the data and forward it to more vehicles in a multipath way to
the target point, although the more data to be replicated to the neighbor vehicle will
improve the efficiency of data transfer, but the vehicle sensor network resources are
limited. This resource includes the network bandwidth and the network of mobile
nodes in the cache space, if each car has copied a lot of data, then the network of
these limited resources will soon be exhausted, but will affect the performance of
data transmission.

In addition, we take the traffic hole problem as an example to illustrate the unique
challenges VANETs [15]. The problem of traffic holes can be seen everywhere in the
traffic environment. Even during peak hours, the traffic volume is the highest. The
road shown in Fig. 3 is the Chengdu Bust Road, which is the busiest in Chengdu,
and is the city with more than 2 million cars in China. The photos were taken in the
afternoon peak hours. Initially, the traffic flow on this road was saturated, as shown
in Fig. 3a. However, after 2 min, as shown in Fig. 3b, the traffic flow dropped sharply.
After 3 min, as shown in Fig. 3c, there is no vehicle on this road and there is a gap.
All vehicles on the road were blocked by traffic lights at the entrance. If the length
of this gap is greater than the communication range (R) of the vehicle, the gap will
block wireless communication between the vehicles.
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Fig. 3 Appearance of a traffic hole
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Fig. 4 The traffic hole and connected cluster on a road

The traffic flow which is regulated by the interaction among the vehicles and the
roadways is called uninterrupted flow, such as a vehicle traveling on an interstate
highway. In contrast, traffic flow which is caused by external means such as traffic
lights or pedestrian signals is the term used as an interrupted flow. Figure4 shows an
example of the disrupted traffic flow along a road. The source of the sent data packet
is at the road entrance, which is also a signal intersection. The destination is at the
exit of the road or road. The distance between the source and the destination is l.

Let traffic hole be the gap in a traffic flow on the road. As shown in Fig. 4, its length
(denoted by lh) is larger than the communication range of the vehicles, i.e,. lh > R.
Let the connected cluster be a group of vehicles on the road that can communicate
with each other via either one-hop or multi-hops communication, and its length is
denoted by lc, as shown in Fig. 4.
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4 Routing in VANETs

In view of the different architectures, applications, and challenges, researchers have
made awide range of routing protocols for VANETs [13]. These protocols aremainly
aimed atmaximizing throughputwhileminimizing packet loss and control costs. One
of the main challenges in VANET is the development of an efficient routing protocol
for a highly variable topology. VANET needs new types of routing protocols. Oppo-
site of the wired infrastructure, it does not use a dedicated router node. The routing
protocols are used by the user node (vehicle),which can bemobile and unreliable. The
current routing protocol forVANET can be divided into twomain categories: vehicle-
to-vehicle-based (V2V) routing protocols and vehicle-to-infrastructure-based (V2I)
routing protocols. V2V protocols perform vehicle-to-vehicle communication but do
not focus on fixed infrastructures on roads. It can be divided into four groups: (1)
topology-based (ad hoc) routing protocols, (2) position-based routing protocols, (3)
cluster-based routing protocols, and (4) broadcast-based (geocast) routing protocols.
Moreover, the deployment of a communications infrastructure and the road to vehicle
communication is more reliable and reduces unwanted delays in the application of
different vehicles.

4.1 Topology-Based (Ad Hoc) Routing Protocols

Topology-based routing uses existing communication links to forward packets. Ad
hocOn-demandDistance Vector (AODV) [16] is a refinement of the DSDVProtocol.
AODV differs fromDSDV because it reduces the number of broadcast messages and
the routing is created on-demand. However, DSDV maintains all the routes listed in
the routing table.

The source node in AODV uses a Hello Beacon to detect its neighbor to start the
routing protocol. As shown in Fig. 5a, to find the path to the destination, the source
node broadcasts a Route Request Packet (RREQ), and then its neighbor broadcasts
the RREQ to its neighbors until it reaches the route to the destination node. After

Source Destination
1

2

3

4

5

6

(a) Propagation of RREQ

Source Destination
1

2

3

4

5

6
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Fig. 5 AODV routing protocol
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receiving the RREQ packet, the node will register the address of the node sending
the query in its routing table. The method of registering the previous hop is called
learning later. As shown in Fig. 5b, after reaching the target node, the Route Reply
Packet (RREP) is transmitted through the path from the back to the source.

When the source node moves, the route to the destination is established. If one of
the intermediate nodes moves, then its neighbor realizes the link failure and sends a
notification of the link failure to its upstream neighbors, and so on until it reaches the
source. Thus, if needed, the source can reinitiate the process of route discovery again.
Due to the periodic beaconing, the protocol tends to run out of the extra bandwidth.
In addition, a single RREQ with multiple RREP packets will cause a serious control
overhead.

4.2 Position-Based Routing Protocols

In the position-based routing protocol, all nodes point devices, such as GPS location,
to identify their own position and their neighbors geographically [16]. It does not
manage any routing table or exchange associated with the neighbor link state infor-
mation. Information from the GPS equipment is used to make routing decisions.
This type of routing performs better, because creating and maintaining global rout-
ing from the source node to the destination node is not necessary. Location-based
routing protocols can be classified as non-delay-tolerant network (non-DTN) routing
protocols, and delay-tolerant network (DTN) routing protocols.

4.2.1 Non-delay-Tolerant Networks (non-DTNs) Routing Protocols

Non-DTN routing protocols do not use the alternating connectivity, and are valid
only in sufficiently populated vehicular networks. These protocols are designed to
deliver data packets to the destination as soon as possible. The basic idea of the
greedy method of non-DTN routing protocols is that a node sends its data packet
to one of its neighbors that is closer to the destination. However, if the neighbors
are not closer to the destination than that node, the forwarding policies may not be
successful. Therefore, we can claim that the routing protocol has reached the local
maximum at the node, because it has achieved the maximum local growth at the
current node. The routing protocols in that group have their own recovery method to
handle such a failure.

Greedy Perimeter Stateless Routing (GPSR) [17] is a location-based routing pro-
tocol aimed at addressing the mobile environment. GPSR is most suitable on the
highway in which nodes are uniformly distributed. This routing protocol depends on
the following two modes:

Greedy mode where the node forwards a data packet to one of its neighbors
that is closer to the destination node by considering the position of the neighbors in
the network topology. As shown in Fig. 6a, the node S wants to send a data packet
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Fig. 6 GPSR routing protocol

destined for node D. S, sends the data packet to the node y, which is in S’s neighbors
and is closer to D than any of S’s other neighbors.

Perimeter mode is used as the protocol recovery mode when the packet reaches a
localmaximum.Therefore, the recoverymode is used to forward packets to nodes that
are closer to local destinations than where the packets are facing local maximums.
A simple example of this topology is shown in Fig. 6b. The node S is closer to
the destination node D than its neighbors w and y. S does not choose to forward
data packets to w or y using greedy forwarding, although the two paths to D are
S − y − z − D and S − w − v − D. In this case, the GPSR protocol declares S
as the local maximum to D, and the shaded area has no nodes, as in the invalid
area. To route packets around invalid areas, the perimeter of the forwarding strategy
constructs a planarized graph for the neighbor node S and routes the invalid packets
around the packet with the right-hand rule. The right-hand rule states that when the
node reaches from y to S, the traversed edge is a counterclockwise rotation around
S from edge (x, y). By applying the right-hand rule shown in Fig. 6b, the data from
node S forwards the packet to the hop w.

4.2.2 Routing Protocols for Delay-Tolerant Networks (DTNs)

DTN is a method of solving computer network architecture problems in a hetero-
geneous network that may lack continuous network connectivity, and consequently,
lacks instantaneous end-to-end paths. Examples of such networks are those that
operate in mobile or extreme terrestrial environments or planned cyberspace. The
development of the routing protocol of the vehicle has been regarded as a kind of
DTN characteristic. Given the challenging environment of such networks, they are
subject to a periodic connection loss. In order to solve this problem, the packet trans-
mission is increased by allowing nodes to store data packets when they lose contact
with other nodes, and put the data packets at a certain distance as long as it satisfies
the other nodes according to some indicators with the neighboring nodes; this is
called the carry-and-forward strategy.
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Fig. 7 The transition modes
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Vehicle-assisted data delivery (VADD) [18] is a routing strategy for vehicles that
is intended to enhance the routing of vehicles based on the concept of carry-and-
forward by utilizing the mobility of vehicle. A car makes a decision at an intersec-
tion while selecting the next forwarding path with a negligible delivery delay. The
path is an intersection where only the split path is split. The best path for packet
forwarding is switched between the three packet modes (Intersection, Straight Way,
and Destination). As shown in Fig. 7, VADD has three packet patterns: Intersection,
Straight Way, and Destination based on the location of the packet carrier (i.e., the
vehicle which carries the data packet). By switching between these packet modes,
the packet carrier needs the best packet forwarding path. Between the three modes,
the Intersection mode is the most critical and complex one, because the vehicle at
the intersection has the most choices.

4.3 Cluster-Based Routing Protocols

In general, cluster-based routing protocols are more suitable for network cluster
topology. Each cluster has a cluster head for intercluster management purposes. The
intra-cluster nodes interact with each other through direct contact, while cluster-to-
cluster interactions are performed through the cluster headers. In a cluster-based rout-
ing protocol, the clusters are formed close to each other. However, in cluster-based
routing protocols, cluster configuration and cluster head selection is an important
issue. Due to the high mobility of VANET, dynamic cluster configuration becomes
a major process.

In the Cluster-Based Directional Routing Protocol (CBDRP) [19], vehicles trav-
eling on the same route are split into several clusters. Each vehicle can communicate
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Fig. 8 Cluster splitting example in CBDRP

with its neighbors in the same cluster by radio. An example of cluster splitting is
shown in the Fig. 8. The figure shows two clusters. The center of a cluster is fixed
after it partitions. The CBDRP protocol assumes that the radius of the radio is r , the
length of each cluster is d, and the half-width of the road is w. Given that d > w,
d is almost equal to r/2. The radio transmission radius of 802.11 p is 1000 m, so
the theoretical length of a cluster can be as high as 500 m. D can be much larger
if the header is near the center. The source node in CBDRP forwards the message
to its cluster head, and then sends the message to the header, which is located in
the same cluster as the destination. Eventually, the destination header forwards the
message to the destination. Select the cluster header; the persistence is similar to
CBR, but it considers the speed and direction of the vehicle. Simulation results show
that CBDRP can solve the link stability of the vehicle, so as to ensure reliable and
fast data transmissions.

4.4 Broadcast-Based Routing Protocols

Broadcast-based routing is commonly used by VANET to share information about
traffic, weather, and emergencies, car usage, and advertising and announcements
for the [20]. Broadcast-based routing protocols follow simple broadcast flooding in
which each node resends to other nodes. This process guarantees the arrival of all
destination messages, but with a high overhead. In addition, it is only suitable for a
large number of smaller nodes in the network. A larger node density results in more
message broadcasts resulting in collisions, higher bandwidth utilization, and overall
system performance degradation.

Urban multi-hop broadcast (UMB) [21] aims to address (i) broadcast storms, (ii)
hidden nodes and (iii) reliability problems in multi-hop broadcasts in urban areas.
This protocol assigns forwarding and acknowledgment to only one vehicle. It splits
the sections of the road inside the transmission range into portions, and selects the
vehicle in the furthest non-empty segmentwithout a priori of topological information.
When there is an intersection in the path of the message propagation, a new directed
broadcast is initiated by the repeater at the intersection.
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Fig. 9 Intersection handling
in UMB protocol
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Figure9 illustrates an example of intersection handling in UMB, where the
directed broadcast is used in the case where the vehicle A reaches the vehicle B.
Vehicle A is out of the transmission range of repeater C . At the same time, the vehi-
cle B is in the transmission range of the repeaterC . Therefore, the vehicle B uses the
IEEE 802.11 protocol for the communication repeater C . Once the repeater receives
the message, it initiates a directed broadcast of the north and south directions. Since
the repeater D is in the transmission range of C , C also sends the packet to the
repeater D by using the IEEE 802.11 protocol.

In addition, data delivery in VANETs can be divided into two categories, road
delivery and delivery delivery. Since traffic is two-way, data delivery on roads is
much simpler than delivery. Therefore, the opportunistic forwarding through inter-
mittent connections between intersections and vehicle nodes is a challenging issue
in VANETs. In order to overcome this problem, a Buffer and Switch protocol (BAS)
[22] was proposed. The basic idea behind this is to use the vehicle nodes on each
road to buffer multiple propagated packets in order to provide more opportunities for
packet switching at the intersection. Due to resource limitations in VANETs (such
as vehicle node bandwidth and storage space), BAS employs space–time controlled
repeat propagation on the routing path. Unlike conventional protocols in VANETs,
duplicates in the BAS propagate not only to the preceding vehicle node (called down-
stream propagation) but also to the nodes along the routing path (called upstream
propagation). For the effective packet switching at each intersection, each packet on
the previous road must be: (1) Using greedy forwarding protocol to timely forward
to the intersection; (2) Spread to more vehicle nodes to provide more opportunities
for effective packet switching at the crossroads. We call it the way to buffer packets.

Therefore, the propagation on the road consists of two phases: (1) Downstream
propagation: In order to send packets in time to the expected next intersection, each
packet transmitted on the node is copied to its neighboring location and is closest to
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the destination along the routing path, and any of its neighbors hold this package in
front of it; (2) Upstream Propagation: For buffering packets on the road, each packet
carried in the node is also copied to its next adjacent location, which is the furthest
location along the routing path and behind it. In addition, in order to reduce resource
consumption, this spread is limited on this road.

4.5 Infrastructure-Based Routing Protocols

The placement of a fixed RSU, linked to the exact location of the backbone, is
a necessary condition for communication. The number and distribution of RSUs
depends on which communication protocols have to be adopted. For example, some
protocols require that RSUs be evenly distributed throughout the entire road network,
while some others only need to be at intersections, and others only need to be at the
regional boundaries. It can be assumed that the infrastructure is beaten to a certain
level and the vehicle occasionally has access to it.

RSUs in VANET offer two potential benefits: In the first case, the higher antenna
height increases the reliability of theVehicle-to-Infrastructure (V2I) communications
compared toVehicle-to-Vehicle (V2V) communications. In addition, the deployment
of RSUs are connected to a higher bandwidth and a more reliable backbone network,
providing traffic management departments with centralized access, enabling config-
uration, and maintenance of these units.

The routing protocol of Static node-assisted adaptive (SADV) [23] is designed
to minimize the message delivery delay in sparse networks, and adjusts to varying
traffic densities by enabling each node to estimate the amount of themessage delivery
delay. SADV assumes each single vehicle and knows its location via GPS, and each
has access to an external static street map. There are three different modules for
SADV: (1) Static Node-Assisted Routing (SNAR), (2) Link Delay Update (LDU),
and (3) Multipath Data Dissemination (MPDD).

SADV operates a road mode and an intersection mode. SNAR determines the
optimal path by using the graph based on the abstract from the roadmap. The LDU
maintains a delay matrix that dynamically measures the delay between the message-
passing static nodes. MPDD assists in multipath routing. Static nodes in the SADV
have a similar concept, such as Throwbox, which can store and forward data in the
DTN routing protocol, where the SADV can store and forward the data necessary
for the device. However, SADV is different from regressive because SADV does not
require the node contact option, but requires the implementation of static nodes and
routing algorithms to take advantage of the street map structure and vehicle density
for each road in the vehicle network.

The static node may store the packet for a period of time until the shortest delay
path becomes available. As shown in Fig. 10, the packet is sent from A to the remote
location. Once the packet is transferred from A to B, the latter has determined
that the packet is to be forwarded to the next vehicle. For example, it is assumed
that the shortest delay path to the packet is to the north, but no traffic within the
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communication range of the vehicle B can transmit the packets along this direction.
Therefore, B transmits the data packets to the static node. The static node stores the
packet for a period of time and sends it to C as it crosses the intersection to north of
the road, as shown to the right of Fig. 10. Without support from the static node, the
packet will be moved via B to the east of the road. However, if it does not meet C at
the intersection, it may take a fairly long time for the packet to travel.

Another example is the backward data delivery in VANETs. Many applications in
VANETs require delivering data packets backwards. In sensing applications, vehicles
need to obtain the conditions about the roads that lie ahead of them. As an example
in Fig. 11a, an alert message needs to be delivered from the first vehicle, V1, to the
5th vehicle, V5. The total data delivery delay is calculated from the interval time
between when the first vehicle generates the alert message and when V5 receives the
message.

Data delivery with V2V communications in VANETs is based on the vehicles on
the roads, but the distribution of the vehicles could be affected by their mobilities
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or by external means, such as traffic lights. A gap with a distance larger than the
communication range of the vehicles could appear along the traffic flow; this is
considered a traffic hole. It could block the data delivery along the traffic flow. As
shown in Fig. 11a, when the distance between the vehicles V3 and V4 is larger
than their communication range R, a traffic hole appears in the road traffic flow and
partitions the road traffic flow into two connected clusters. On a one-way road, the
message is backwardly delivered from the vehicle V3 to V4, and is blocked by the
traffic hole. Because the data are headed in the direction opposite to that of themotion
of the vehicle, no available vehicles can carry the data to the destination using the
movement-assisted routing protocol.

We can utilize some static roadside units (RSUs) to help forwarding the packets
to reduce the data delivery delay, as shown in Fig. 11b. An RSU can be a wireless
access point, a parked vehicle, vehicles waiting at an intersection, or the static node.
The RSU only acts as a relay, so it incurs a lower cost than a traditional access point.
We term this type of data delivery as RSU-Assisted Backward Delivery (RABD)
[24]. Each road can be regarded as a river. The vehicles are regarded as boats, and
they can move from upstream to downstream. Thus, each RSU can be seen as a dock
for delivering the data packets.

5 Macro–Micro Model for Routing Protocols

Without considering the details of highly dynamic network topology, we propose a
model called Macro–Micro model based on our understanding of the VANET char-
acteristics to analyze and resolve the routing problems in VANETs. Macro–Micro
model divides the vehicular network intomacroscopic level (Macro) andmicroscopic
level (Micro). The Macro provides information for computing routing strategies in
VANETs, and the Micro defines the data delivery protocols which guarantee packets
are effectively delivered to their destinations.

5.1 State Awareness Routing Protocols

Depending on state awareness, routing protocols in VANETs can be classified into
three categories, namely, state-aware, stateless, and hybrid routing protocols. State-
aware protocols, such as DSR [25] or AODV [16], maintain a routing state (routing
table or routing path) in the communicating nodes. The state-aware protocols are
not adapted to VANETs due to the short duration of the routing states and the over-
head of their maintenance. Due to high mobility, the topology of VANETs changes
rapidly. Such particular features often make these protocols inefficient or unusable
in VANETs. Therefore, a direct approach is to develop stateless routing protocols,
i.e., protocols that do not maintain routing states, such as greedy routing GPSR [17].
However, the researchers in [18, 26, 27] have argued that the greedy routing lacks
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knowledge of topology and may fall into a local minimum. Although a recovery
mode can be used to escape from the local minimum, it is not efficient if packets
spendmore time in the recovery phase than in the greedy phase. Hybrid protocols use
a combination of state-aware and stateless approaches. Since vehicles should try to
make use of thewireless communication channel asmuch as possible, packets will be
transmitted along the path with higher road traffic density. Previous researches [18,
27] use density and road lengths as the metric for route creation which is state-aware,
and deliver packets by some greedy protocols which are stateless.

However, they haven’t considered the network congestion which could seriously
affect the packet delivery delay of each road. Because all vehicles use traffic den-
sity as metric for route creation, most packets will be delivered along those roads
with higher density. With the increase in the number of packets, because of limited
resources (buffer and bandwidth), network congestion may arise in these roads, and
thus decreasing the protocols performance in terms of delivering packets. However,
traffic densities of these roads can not be affected by the network congestion, so
vehicles will continue to deliver packets to them. This can reduce the performance
of packets delivery in the network.

5.2 Macro–Micro Model

In [28], the authors propose that due to the lack of knowledge of network topol-
ogy evolution, the design of effective routing strategies for opportunistic networks
is usually a complex task. When more knowledge about the expected topology of
the network is available, routing performance will increase [28, 29]. Unfortunately,
this knowledge is not readily available, and tradeoffs must be made between perfor-
mance and knowledge needs. Therefore, in Macro–Micro model, we have studied
the collection of more valuable routing information in macros. This macro has state
awareness, which relates to the services provided by the road, such as packet delivery
delay or travel time, and is typically used to calculate packet routing strategies or
vehicle travel plans. The routing policy may be the same as a single routing path
(such as GPSR [17]) or multiple routing paths (such as epidemic routing [30]).

In Micro level, we investigate the details of data packets delivery in the vehicular
network with two necessary units, which are the vehicle node (or Roadside Unit,
RSU) and the data packet. The Micro level analyzes and manages the interactions
between the vehicle nodes and the data packets. The moving vehicles in VANETs are
equippedwithwireless onboard units (OBUs),which communicatewith each other or
RSUsbyadedicated short range communications (DSRC) [4] protocol. For analyzing
the vehicle nodes, we consider two properties of vehicles, which are mobility and
communication. The movement of vehicles is directional, and the mobility property
of a vehicle node includes speed, acceleration, direction, GPS position and so on.
Some studies [18, 26] have presented that vehicle nodes in a vehicular network can
periodically broadcast HELLO beacon message about their mobility properties to
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their neighbors, and each node can obtain the mobility information of its neighbors
by the beacon messages.

The communication property of a vehicle node includes the protocols in the phys-
ical layer, the data link layer, the network layer and so on. A vehicle node can com-
municate with other nodes by some wireless communication devices, and the vehicle
nodes interact with packets through this property. In Fig. 12, we present the possi-
ble states of data packets and the associated transition diagram, and we classify the
interactions between the vehicle nodes and the data packets into five categories: (1)
Carry: the vehicle node stores the packet in its local buffer and moves; (2) Forward:
the vehicle node forwards the packet to another node through wireless communi-
cation; (3) Duplicate: the node duplicates the packet and forwards a copy of it to
another node; (4) Receive: the node receives the packet from one of its neighbors;
(5) Drop: the node deletes the data packet from its buffer. Based on these categories,
various protocols can be used for data delivery in Micro, such as greedy forwarding
[17], epidemic routing [30] and so on.

5.3 Mapping in Macro–Micro Model

We can map the categories of state awareness routing protocols to Macro–Micro
model, and analyze them based on it. As shown in Fig. 13, the x-axis denotes the
awareness of states, and the y-axis denotes the levels in VANETs which are the
Macro and the Micro. State-aware protocols (such as AODV and DSR), which are
regardless of state inMacro and are state-aware inMicro, are mapped to the quadrant
II and IV. Stateless protocols (such as GPSR), which are regardless of state both in
Macro and Micro, are mapped to the quadrant II and III. Hybrid protocols (such as
VADD and LOUVRE), which are state-aware in Macro and stateless in Micro, are
mapped to the quadrant I and III. These protocols are summarized in Table1.

As we have discussed, the state-aware and stateless protocols cannot effectively
solve routing problems in VANETs. However, some hybrid protocols [18, 27] deliver
packets with greedy forwarding protocols which are based on some stable statistics
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Fig. 13 Mapping in
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Table 1 Overview of the routing protocols in Macro–Micro model

Level Micro Macro

State State-aware Stateless State-aware Stateless

DSR [25]
√ √

AODV [16]
√ √

GPSR [17]
√ √

Epidemic [30]
√ √

VADD [18]
√ √

LOUVRE [27]
√ √

BAS [22]
√ √

such as traffic density. We will utilize Macro–Micro model to analyze the effective-
ness of these protocols.

VADD in [18] utilizes the estimation of packet forwarding delay through each
road, which is based on some statistical data such as the average vehicle density,
for route creation. Then, it proposes a greedy protocol to deliver packets. From
Macro–Micro models perspective, VADD also includes two levels: the Macro is the
estimation of packet forwarding delay of each road, and the Micro is the greedy
forwarding protocol. As we have introduced, the purpose of Macro is to provide
effective information for route creation. However, VADD is based on preloaded
statistics which cannot adapt to the changing conditions in VANETs. Moreover,
because it utilizes average vehicle density to estimate packet forwarding delay of
each road, this may result in inaccurate estimation and cause the network congestion.
As a result, the performance of VADD may be reduced.

Like VADD, LOUVRE [27] also uses density and road lengths as the metric
for route creation in Macro. And the authors assume that vehicles are uniformly
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distributed along a road. As long as the number of cars on the road is greater than or
equal to a density threshold, the authors consider that the road is connected for rout-
ing. However, this assumption may not hold in a real VANET with highly dynamic
topology and nonuniform node distribution.

6 Vehicular Sensing Applications

The communications of vehicle-to-vehicle and the vehicle-to-infrastructure in
VANETs can support a large number of applications which require the data trans-
missions among the users or the devices [31–34]. Different types of sensors and GPS
receivers are integrated with the network interface onboard devices that grant the
vehicle the ability to collect, process, and disseminate information about itself and
other vehicles approaching it in its environment. This has led to improved road safety
and the provision of passenger comfort to [35, 36]. As shown in Fig. 14, the VANET
applications are classified as safety applications and non-safety applications [37].

6.1 Safety Application

The safety applications use wireless communication between vehicles or between
vehicles and infrastructures to improve road safety and avoid accidents; its inten-
tion is to save human lives and provide a clean environment. Safety applications
are used for their ability to collect information from vehicle sensors, from other
vehicles, or both, in order to process and disseminate information to other vehicles
or infrastructures depending on the application and its function. The application of
wireless communication technology in vehicles to communicate with other vehicles
or infrastructures enables a wide range of applications and leads to increased road
safety levels.
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Safety applications that use V2V and/or V2I communications can be classified
as [37]: (1) intersection collision avoidance, (2) public safety, (3) sign extension, (4)
vehicle diagnostics and maintenance, and (5) information from other vehicles. For
example, [38] propose the application of warning about violating traffic signals. This
application is designed to send a warning message to the vehicle and warn the driver
that a dangerous situation (accident) will occur if the vehicle does not stop; when the
traffic light is running, signaling to stop sending messages depends on several factors
such as traffic status, time, speed, vehicle location, and road surface. Improving the
intersection collision avoidance system will lead to avoiding many road accidents,
and the system is based on V2V or V2I communications.

6.2 Non-safety Application

The non-safety applications are designed to enhance the comfort of drivers and
passengers (making the journey more enjoyable) and improve traffic efficiency [37].
They can provide drivers or passengers with weather and traffic information and
detailed information on the location of the nearest restaurants, gas stations, or hotels,
and their prices. Passengers can play online games, access the Internet, and send
or receive instant messages, although the vehicle is connected to the infrastructure
network.

The comfort of rides has been identified as one of the highest standards affecting
customer satisfaction with public transport systems; thus, comfort is an important
consideration for passengers using public transport. In particular, some passengers
(such as pregnant women, children, and patients) need a more comfortable riding
experience while traveling. The factors affecting passengers’ ride comfort include:
(1) individual factors such as driver behavior or vehicle condition; and (2) road
conditions that affect most vehicles on a road.

Based on smartphones, a system [39] namedRidingExperience Sensor (RESen) is
proposed to sense and evaluate the riding experience. With the help of participatory
phone sensing, RESen harvested a riding experience while driving and classified
the experience horizontally and vertically. In order to adapt to a variety of different
phone configurations, RESen can feel the horizontal and vertical experience and any
direction. Based on the collection of participatory sensor data, RESen can evaluate
the riding experience of three levels (track, road and driver). For trajectories, RESen
should provide an overall riding experience, including anomalies along it. For a path,
RESen will evaluate its riding experience, based on the track that passes it. RESen
can evaluate the driver by comparing his trajectory and the riding experience of the
road. Based on the evaluation, RESen can not only improve the driver’s behavior,
but also provide the user with a comfortable travel plan.
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7 Conclusion and Future Research Directions

In this chapter, we studied the Vehicular Ad Hoc/Sensor Networks in Smart Cities.
We presented the architecture and DSRC/WAVE Protocol stacks in vehicular sensor
networks. We discussed the unique VANET challenges. We introduced the different
kinds of routing protocols in VANETs.Moreover, we presented the vehicular sensing
applications. In the future, we believe that new routing protocols can be provided
for vehicular sensor networks, as well as other factors involved in our discussion
for different kinds of applications in smart cities. In general, the field of vehicular
network (VANETorVSN) is a newandgrowing area,which expects goodperspective
for the future.
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