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Abstract— Underwater Sensor Network (UWSN) has attracted
significant attention from both academia and industry. Different
from terrestrial sensor nodes, underwater sensor nodes are
usually mobile, much bigger, more energy-consuming, harder to
recharge and suffer from more severe environmental conditions.
Thus, an UWSN can be easily partitioned and no persistent
routes from a source to a destination are available. Therefore, an
UWSN can be viewed as a Delay/Disruption Tolerant Network
(DTN). Moreover, an UWSN is always supposed to work for a
long time to accomplish multiple tasks with various application
requirements, such as delay and delivery ratio. Although many
routing protocols have been proposed for DTNs, they are not
suitable for UWSNs and cannot handle various application re-
quirements. In this paper, we propose redundancy based adaptive
routing (RBAR) for underwater DTNs. Through analysis and
simulation, we demonstrate RBAR can achieve the best energy
efficiency while satisfying different delay requirements of various
packets by explicitly controlling the replication process.

I. INTRODUCTION

As a promising solution to aquatic environmental monitor-
ing and exploration, Underwater Sensor Network (UWSN) has
attracted significant attention recently. Different from terrestri-
al sensor nodes, underwater sensor nodes are usually mobile,
and much bigger, more energy-consuming, harder to recharge
and more expensive [1]. Thus, owing to the mobility and
sparse deployment, an UWSN can be easily partitioned, with
no persistent routes from a source to a destination available.
Therefore, an UWSN can be viewed as a Delay/Disruption
Tolerant Network (DTN) [2], traditional routing protocols are
usually not practical since packets will be dropped when no
routes are available.

Many routing protocols have been proposed for DTNs.
Most of them utilize multiple copies since obviously more
copies imply more opportunities to contact the destinations and
quicker delivery, such as Epidemic [3], Spray and Wait [4] and
PROPHET [5]. These protocols treat all packets equivalently
and try to achieve a tradeoff between energy and delay.
However, in real scenarios, an UWSN often needs to provide
differentiated packet delivery according to various application
requirements. For instance, in water pollution monitoring, a
packet that reports pollution should be delivered as quickly
as possible, while a packet that reports normal conditions
(such as conductivity, temperature, and depth) can tolerate a
long end-to-end delay. Thus it is desirable to design a smart
routing protocol that could handle these different requirements

adaptively.
In this paper, we propose redundancy based adaptive rout-

ing (RBAR) for underwater DTNs. RBAR allows a node
to hold a packet as long as possible until it has to make
another copy to satisfy its delay requirement. To achieve
this purpose, RBAR adopts a binary tree based forwarding
procedure, through which the packet replication process can be
explicitly determined. Thus RBAR can achieve the best energy
efficiency while satisfying the delay requirements. We also
conduct simulations to evaluate the performance of RBAR.
The results show that RBAR can adaptively choose the number
of copies for packets according to their delay requirements and
reach desired delivery ratio for all packets with low energy
consumption, while other schemes (such as Epidemic and
Spray and Wait) treat all packets equivalently thus cannot
achieve the best energy efficiency for all packets.

The rest of paper is organized as follows. In Section II,
we introduce the related work. Then we describe the network
settings and the detailed redundancy based adaptive routing
(RBAR) in Sections III and IV. We compare RBAR with other
schemes in Section V and conclude our work in Section VI.

II. RELATED WORK

Most DTN routing protocols utilize multiple copies to
establish multiple potential paths to the destination. According
to the principles of how to replicate multiple copies, we
categorize the proposed routing protocols as blind redundancy
based routing and utility based routing.

A. Blind Redundancy Based Routing

Blind redundancy based routing is the most intuitive method
for DTNs since increasing the amount of copies also increase
the probability that any copy can reach the destination quickly.
Epidemic [3] is the first representative multi-copy routing
scheme by replicating a packet to any node in the network. It
is basically a flooding scheme and can optimize the end-to-end
delay by taking every potential route. However, Epidemic is
too aggressive to consume the network resources. Aiming to
avoid unconstrained replication, Harras et. al. propose several
controlled flooding schemes in [6], such as time-to-live, kill
time and passive cure. Spyropoulos et. al. present spray and
wait [4], in which a predetermined certain number of copies
of a packet are replicated to the first encountered nodes.



The schemes above all assume that the source determines
the amount of copies disseminated to the network. Actually,
it is hard to obtain the network conditions and decide the
suitable redundancy in DTNs. Xu et. al. raise adaptive spray
mechanisms and let the relays make decisions on the spray
depth independently, which can be dynamically adjusted in
accordance to the network conditions [7].

These schemes simply disseminate multiple copies to the
network to take the advantage of multiple delivery opportuni-
ties, thus they do not require any information from the network
and incur little overhead. However, these blind replication
protocols may consume huge network resources and are not
practical for harsh networks, such as underwater DTNs.

B. Utility Based Routing

Utility based routing is applicable to DTNs, where all nodes
in the network have different properties at any time. For ex-
ample, nodes may prefer different locations (communities) or
have various behaviors and routines in social networks [8], [9],
[10], while some nodes may have higher contact probability
to the destination than others [5]. Therefore, it is possible to
design a utility metric reflecting these properties, which is a
statistic profile to evaluate the benefits earned from sending a
copy to current neighbors. Burgess et. al. propose MaxProp to
exploit the priorities based on the path likelihood [11]. Lind-
gren et. al. present PROPHET [5], in which an intermediate
node only forwards a packet to the neighbors who have higher
probabilities to reach the packet’s destination in a short time.
In [12], Balasubramanian et. al. present an intentional DTN
routing protocol, Rapid, to optimize a specific routing metric.
Rapid treats DTN routing as a resource allocation problem
that translates the targeting metric to per-packet utility and
determines the packets replication in the network. In addition,
Jones et. al. utilize the contact history to find routes with
minimum estimated expected delay [13]. Wu et. al. propose a
scheme that forwards packets to relays with increasing utility
to increase reliability [14]. The scheme by Cardei et. al. makes
routing decisions based on the probabilistic trajectory predic-
tion [15]. Liu et. al. present optimal probabilistic forwarding
(OPF) to maximize the expected delivery rate while satisfying
a certain constant on the number of forwardings per packet
in [16].

In these schemes, utility is determined by either the special
network hierarchy or the underlying mobility model. Utilities
are different for different nodes, thus replication is possible
along the path of increasing utility. Compared with blind
redundancy based routing protocols, utility based routing
protocols always have better performance regarding to certain
criteria, but they also require more information from the
network and incur heavy overhead to maintain and calculate
the utility.

All the DTN routing protocols above, both blind redundancy
based routing and utility based routing, treat all packets equally
and aim at a single optimization goal, e.g., minimizing average
end-to-end delay, maximizing delivery rate or energy efficien-
cy. None of them is suitable for the applications where packets

are of different importance and have various requirements. The
novelty of our work is that we propose a redundancy based
adaptive routing protocol, RBAR, using different number of
copies according to the characteristics of the packets and the
network.

III. NETWORK SETTING

Base station Sink Sensor

Fig. 1. System model.

We consider a UWSN as shown in Figure 1. N sensors are
deployed in the bottom of the sea while M buoys float on the
surface to collect data generated by the sensors. Both sensors
and buoys move following the Random Waypoint model.
Thus, for any pair of sensors, the inter-contact time t follows
exponential distribution with intensity λ as f(t, λ) = λeλt

[17]. This means that the process of the contact between
this pair is a poisson process and the number of contacts k
within the interval t follows poisson distribution as f(k, λt) =
(λt)keλt

k! . We assume every node-node pairs have the identical
inter-contact pattern. Similarly, we assume the contact process
of node-sink pairs is also a poisson process with intensity µ.
The node buffer is assumed to be infinite and no overflow
happens, while the bandwidth is high enough to transfer the
whole bundle of packets in the buffer during one contact. Since
all nodes are identical (homogeneous network) and poisson
process is memoryless, for a pair of nodes, the next expected
contact always follows the same exponential distribution at
any time. Thus, there will be no obvious better relay node
for a packet, as some probability based or utility based DTN
routing schemes do like PROPHET. With this assumption, the
expected delay only relates to the number of nodes who hold
this packet, thus the redundancy based routing schemes like
Epidemic, Spray and wait will be better choices.

We consider the application of water pollution surveillance.
Sensor nodes generate packets with different emergency pri-
orities to be delivered to the sinks(buoys), and packets with
different priorities can tolerant different delay. To demonstrate
that our new scheme can satisfy the application requirements,
we assume each packet has an explicit delay requirement
associated with its emergency. The emergency level p of a



packet when generated is uniformly randomly selected in the
range of [0, 100] and the delay requirement D is D(p) =
a×p+b, where a and b are pre-determined. The objective is to
guarantee punctual delivery and achieve high energy efficiency
at the same time.

IV. REDUNDANCY BASED ADAPTIVE ROUTING

In this section, we first introduce the replication procedure,
then model it as a continuous Markov chain with absorbing
state. With this model, each node can obtain a common
replication sequence in a distributed manner. Afterwards, we
analytically study the system delay distribution and energy
consumption for a packet with any delay requirement.

A. Forwarding Procedure In RBAR

We adopt a binary tree based forwarding procedure for
the copy replication. Spyropoulos et. al. propose a similar
scheme, Spray and Wait, to randomly distribute n copies to
the network, where n is pre-determined [18]. In RBAR, the
number of copies required is varying over time and we want
to control the global number of copies in the network at any
certain time. Thus, each node should estimate the current
number of copies and implicitly cooperate to be aware that
which node is responsible to replicate the next copy in a
distributed way.
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Fig. 2. The forwarding procedure of a packet

The essential part of RBAR is allowing a node to hold
a packet as long as possible until very necessary to make
another copy. Figure 2 shows the forwarding procedure for
a certain packet, which is generated at time t0 at node A.
Without loss of generality, we assume t0 = 0. We first assume
every node is aware that there exist a global time sequence Ai

(i = 1, 2, 3, . . . , N ) (The estimation of the time sequence will
be described in Section IV-C), which means until the age of
the packet until Ai, there should be i copies in the network,
otherwise, this packet cannot be delivered to the sinks with
high probability. The circles with identifications in Figure 2
represent the nodes which have copies, the numbers besides
circles indicate the index of the corresponding copies held

by the node. The dashed line means a node keeps holding
a packet, while the solid lines with time stamps imply that
when this node should replicate one copy to another node.
If a node holds the ith copy, it is responsible to make the
lth copy until time tl, where l = 2(⌈log2i⌉+j) + i (j =
0, 1, 2, . . . , ⌊log2N⌋, l ≤ N ). After replication, the receiving
node will record its copy index l and calculate its responsible
time stamp to replicate.

Any node holding a packet contacts any one sink can
forward this packet to the base station through this sink (buoy).
Then all sinks (buoys) immediately broadcast an acknowledge-
ment to the network.

B. Markov Model

S1 S2 Si SN

r1,2 r2,3 ri-1,i ri,i+1 rN-1,Nr0,1 rN,N+1

g1,N+1 g2,N+1 gi,N+1 gN,N+1

SN+1

Fig. 3. Markov model with absorbing state

We model the packet replication process as a continuous
Markov chain with absorbing state as shown in Figure 3 [19].
We assume all nodes keep replicating copies according to
the forwarding procedure as aforementioned in a distributive
manner. Thus, we can calculate the necessary time stamps in
Figure 2 using this Markov model. In this model, the state
Si (1 ≤ i ≤ N ) represents that there are i copies in the
network, and the state SN+1 represents the absorbing state,
which means this packet is delivered to one of the sinks
(buoys). N is the predetermined maximum number of copies
allowed in the network, which means at most N nodes will
eventually have a copy. In this setting, N is the total number of
nodes. The state Si can only transfer to the state Si+1 with rate
ri,i+1 or directly transfer to the state SN+1 with rate gi,N+1.
Ideally, the state Si corresponds to the time range [Ai, Ai+1].

When the network is in the state Si, there should be i copies
in i different nodes. Every node is aware that only one of them
is responsible to make a copy to any one node of the left N−i
nodes which do not have this copy. Since any pair of nodes
has identical contact process following poisson distribution
with intensity λ, thus the transfer rate from Si to Si+1 can
be obtained as

ri,i+1 = (N − i)λ, 1 ≤ i ≤ N − 1 (1)



Similarly, since there are i nodes with copies and M sinks
(buoys) and each node-sink pair follows poisson process with
intensity µ, we can also get the transfer rate from Si to SN+1

as
gi,N+1 = iMµ, 1 ≤ i ≤ N (2)

The rate r0,1 represents there is a packet ready for delivery,
thus we have r0,1 = 1. We also have rN,N+1 = 0.

We use F 1
i (t)(1 ≤ i ≤ N+1) to denote the probability that

the network is in the state Si until time t, starting from the
state S1 when the source is ready to replicate the second copy
(the original packet is the first copy), which responds to t1 in
Figure 2. Without loss of generality, we assume A1 = 0, thus
F 1
1 (0) = 1 and F 1

i (0) = 0(2 ≤ i ≤ N+1). According to Kol-
mogorov’s equation, we can derive the following differential
equations about the continuous Markov chain:

dF1
1 (t)

dt
= −(r1,2 + g1,N+1)F1

1 (t)

. . .

dF1
i (t)

dt
= ri−1,iF

1
i−1(t) − (ri,i+1 + gi,N+1)F1

i (t)

. . .

dF1
N+1(t)

dt
=

∑N
j=1 gj,N+1F1

j (t)

(3)

Applying Laplace transform on equation 3, we can get
sF1

1 (s) − F1
1 (0) = −(r1,2 + g1,N+1)F1

1 (s)

. . .

sF1
i
(s) − F1

i (0) = ri−1,iF
1
i−1

(s) − (ri,i+1 + gi,N+1)F1
i
(s)

. . .

sF1
N+1

(s) − F1
N+1(0) =

∑N
j=1 gj,N+1F1

j
(s)

(4)

where F 1
i (s) = Laplace(F 1

i (t)).
Since we have F 1

1 (0) = 1 and F 1
i (0) = 0 (2 ≤ i ≤ N +1),

we can solve equation 4 to get
F1
1 (s) = 1

s+r1,2+g1,N+1
. . .

F1
i
(s) = Πi

j=1

rj−1,j
s+rj,j+1+gj,N+1

. . .

F1
N+1

(s) =
∑N

k=1 gk,N+1
1
s
Πk
j=1

rj−1,j
s+rj,j+1+gj,N+1

(5)

Through inverse Laplace transform, we get

F 1
N+1(t) =

N∑
k=1

gk,N+1u(t)⊗(⊗k
j=1rj−1,je

−(rj,j+1+gj,N+1)t) (6)

where ⊗ indicates convolution. We should notice that F 1
N+1(t)

is the CDF of delay distribution.
Since we want to calculate the necessary replication time

stamp when there are already i copies in the network, we
are more interested in the CDF of delay distribution from the
initial state Si. Following the same process, without loss of
generality, we can get the CDF of delay distribution from the
initial state Si, F i

N+1(t), as

F i
N+1(t) =

N∑
k=i

gk,N+1u(t)⊗ (⊗k
j=irj−1,je

−(rj,j+1+gj,N+1)t) (7)

where ri−1,i = 1 when starting from the state Si.

C. Generation of Forwarding Time Sequence

After obtaining the CDF of delay distribution from any
state Si, each node can determine, in a distributed way, the
necessary time sequence when the network needs to replicate

one more copy. If a node is supposed to replicate the (i+1)th
copy, then it should calculate the time stamp Ai in Figure 2,
and start the process of replication to guarantee that there are
i+1 copies until the age of the packet is Ai+1. Then this node
should calculate the necessary time Ti to deliver the packet to
sinks from the state that there are already i copies (notice
that the necessary time Ti already include the time required
to replicate the i+ 1th copy).

We define the necessary time Ti as

1− F i
N+1(Ti) ≤ ϵ (8)

where ϵ (0 ≤ ϵ ≤ 1) is a pre-determined tolerant threshold.
Equation 8 means that, if there are i copies in the network

and from the time one node starts to replicate the i + 1th
copy, the probability that this packet can be delivered within
the following Ti time is larger than 1− ϵ.

For a certain packet with delivery requirement D, if there
are i copies currently in the network, then all nodes can hold
their copies until the age of the packet reaches Ti when the
corresponding node must start replicating the (i + 1)th copy,
otherwise the probability that this packet cannot be delivered
within the delay requirement D will exceeds the tolerance. We
can define Ti as

Ai = D − Ti (9)

D. System Delay Distribution

To obtain the forwarding sequence, we assume that the
incoming rate ri−1 into state Si is 1 when we calculate the
necessary time Ti. However, during the whole evolving pro-
cess, the incoming rate into any state is not 1. The forwarding
process includes two phases: 1) source holding and 2) copy
replication. During the first phase, which lasts for the time A1,
the source will hold the packet to wait for the sinks, thus the
delay distribution is f(d) = Mµe−Mµd (0 ≤ d ≤ A1). During
the second phase, the network replicates copies to other nodes
until packet delivery, and the incoming rate r0,1 into state S0

is the probability that this packet is not delivered during the
first phase, which should be

r0,1 = 1−
∫ A1

t=0

Mµe−Mµtdt = e−MµA1 (10)

From equation 5 and inverse laplace transform, we get
the probability that the network will be in the state Si is
F 1
j (t) = ⊗k

j=1rj−1,je
−(rj,j+1+gj,N+1)t. Thus, because the

delay distribution from the first state S1 is f(d) =
dF 1

N+1(t)

dt ,
from equation 3, we know that the delay distribution in the
second phrase is

f(d) =

N∑
k=1

gk,N+1 ⊗k
j=1 rj−1,je

−(rj,j+1+gj,N+1)(d−A1)
A1 ≤ d ≤ D (11)

Overall, the system delay distribution through RBAR is

f(d) =


Mµe

−Mµd
0 ≤ d ≤ A1

N∑
k=1

gk,N+1 ⊗k
j=1 rj−1,je

−(rj,j+1+gj,N+1)(d−A1)
A1 ≤ d ≤ D

(12)



Thus, the CDF of delay distribution is

F (d) =

 1 − e
−Mµd

0 ≤ d ≤ A1

F
1
N+1(d − A1) + 1 − e

−MµA1 A1 ≤ d ≤ D
(13)

The probability that the packet can be delivered within the
delay requirement is that F (D) = 1− r0,1ϵ = 1− e−MµA1ϵ.

Notice that this calculation is based on the assumption that
the forwarding procedure in the second phase starts from the
first state, and enters each state according to the transition rates
in the Markov model. However, in the real copy replication
phase, nodes holding copies will calculate the replication
time and make their forwarding decision independently, which
means some replications may happen very closely and not
follow the continuous Markov model strictly. Therefore, the
system delay distribution in equation 13 can be treated as a
lower bound. While from another perspective, we can assume
that each node will take its responsibility to replicate one copy
exactly at the determined time sequence Ai (1 ≤ i ≤ N ).
Thus, the delay distribution in the period (Ai, Ai+1] (1 ≤ i ≤
N − 1) should follow the distribution start from the state Si

as shown in equation 7. So we can get the upper bound of the
delay distribution as following:

F (d) =



1 − e
−Mµd

0 ≤ d ≤ A1

. . .

(1 − F (Ai))F
i
N+1(d − Ai) + F (Ai)

Ai < d ≤ Ai + 1 1 ≤ i ≤ N − 1

. . .

(1 − F (AN ))F
N
N+1(d − AN ) + F (AN ) Ai < d ≤ D

(14)

Correspondingly, the PDF of delay distribution is where the
rate r(i, i+ 1) is updated as 1− F (Ai):

f(d) =



Mµe
−Mµd

0 ≤ d ≤ A1

. . .

N∑
k=i

gk,N+1 ⊗k
j=i (1 − F (Ai))e

−(rj,j+1+gj,N+1)(d−Ai)

Ai < d ≤ Ai+1, 1 ≤ i ≤ N − 1

. . .

gN,N+1(1 − F (AN ))e
−gN,N+1(d−AN )

AN < d ≤ D

(15)

E. Average Energy Consumption

Being aware of the forwarding sequence, we can estimate
the average energy required to deliver a packet. In the ideal
case, there should be i copies exist during the time period
(Ai, Ai+1 (1 ≤ i ≤ N − 1), if one packet is received by the
sink during this period, then it involves totally i transmissions
(1 transmission if received in (0, A1] and N transmissions if
received in (AN , D]). However, there will be one node to start
replicate the ith copy from time Ai1 (2 ≤ i ≤ N ) and this
replication time follows the cumulative exponential distribu-
tion defined by the rate r(i−1, i) = (N−i+1)λnn. Thus, we
can modify the time period for the ith copy by considering the
probability it exists when the packet is delivered. We assume
there is always a node to replicate the ith copy until time
Ai−1, thus the probability that the ith copy exist at time t is

p(i, t) =


1 i = 1, 0 < t ≤ D

1 − e
−r(i−1,i)(t−Ai−1)

2 ≤ i ≤ N,Ai−1 < t ≤ D
(16)

Thus, the total number of transmissions required for deliv-
ering one packet can be obtained as

W =

∫ D

t=0

p(1, t)F (t) dt+

N∑
i=2

∫ D

t=Ai−1

p(i, t)F (t) dt (17)

where F (t) is the CDF of delay distribution as shown in
equation 14.

V. PERFORMANCE EVALUATION

In this section, We compare RBAR with
• Epidemic: the basic flooding scheme;
• Direct transmission: in which the source waits to directly

transmit to the sink without replicating any copies;
• Spray and wait: in which totally maximum N copies

for a packet can be replicated in the network, N is
predetermined.

A. Simulation Settings

In this simulation, we deploy a two-layer homogeneous
UWSN, 10 nodes in the lower layer to generate packets and
2 sinks (buoys) in the upper layer to collect packets. All
nodes move according to the random Waypoint model and
we assume that all nodes have the identical inter-contact time
which follows exponential distribution. The average contact
rate between any two sensor nodes is λnn = 0.0002 and the
average contact rate between a node and a sink is λns =
0.0001. All nodes have unconstrained buffer space and battery.
The bandwidth is also unlimited so a node can transmit the
whole bundle of packets it has to another node in one contact.
Each node will generate 400 packets, which arrive as a poisson
process.

B. Comprehensive Performance Comparisons

In this chapter, we compare the performance of RBAR with
other schemes under different delay requirements.

1) Under long delay requirement: When the delay require-
ment is long, we hope our scheme RBAR can save energy as
long as it satisfies the delay requirement. Figure 4 exhibits the
performance of different schemes when the delay requirement
is 8000s for all packets, in which Figure 4(a) plots the CDF
of delay distributions of different schemes, while Figure 4(b)
shows the delivery ratio for packets satisfying delay require-
ment and the corresponding average energy consumption for
each scheme (energy consumption is represented using the
number of transmissions to deliver a packet).

From Figure 4(a), we can see that Epidemic is the most
aggressive scheme. Epidemic can deliver more than 90% of
packets with delay less than 2700s and all packets with delay
less than 5000s. On the contrary, Direct transmission is the
most conservative one, which only delivers 40% of packets
with delay less than 2700s and just deliver 80% of all packets
within delay requirement finally. As a compromise, Spray and
wait predetermines the total number of copies, N, can be
replicated, and their performance falls into the range between
Epidemic and Direct transmission. The larger N is, the closer
it approaches to Epidemic. However, all the delay distributions
of the schemes discussed above follow a certain trend, while
RBAR is dynamically adjusted along the time. As we observe,
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Fig. 4. Comparison of different schemes under long delay requirement.

RBAR is the same as Direct transmission before the delay
around 4000s, this is because RBAR is in the first phase of
source forwarding to save energy during this period. After that,
the source has to replicate copies to guarantee the packet can
be delivered within the delay requirement, resulting the rapidly
increased CDF and satisfied final delivery ratio. This means
that RBAR is well controlled during the replication procedure
and adaptively adjusted according to the delay requirement.
Moreover, we also plot the upper and lower bounds for RBAR
according to equations 13 and 14 respectively, and demonstrate
that the simulation result confirms our analysis.

As an evidence from another perspective, Figure 4(b) plots
the delivery ratio in delay requirement and energy required in
different schemes. Clearly we can see that Epidemic achieves
the highest delivery ratio and consumes the most energy, while
Direct transmission is on the opposite side with lowest delivery
ratio and lowest energy consumption. Similarly, Spray and
wait still falls between Epidemic and Direct transmission,
in which the larger number of N means more replications
and more energy consumption with higher delivery ratio.
RBAR also shows good performance with satisfied delays and
reasonably low energy consumption compared with others.

2) Under short delay requirement: To demonstrate that
RBAR can be adaptively adjusted, we now compare the per-
formance under short delay requirement of 4000s in Figure 5.
Correspondingly, when the delay requirement is short, RBAR
should perform aggressively at the beginning to satisfy the
delay requirement. In Figure 5(a), Epidemic, Direct transmis-
sion and Spray and wait all exhibit very similar trends as their
counterparts in Figure 4. However, RBAR is totally different,
which replicates packets aggressively approaching Epidemic
at the very beginning. The reason behind this phenomenon is
that, under very short delay requirement, RBAR can directly
enter the second phase of copy replication to speed up the
replication procedure.

Comparing Figures 4(b) and 5(b), we can clearly observe the
benefits of RBAR over other schemes. Epidemic is always too
aggressive and Direct transmission is always too conservative.
For Spray and wait with N = 2, although it achieves low ener-
gy consumption under long delay requirement, it leads to very
low delivery ratio under short delay requirement. While for
Spray and wait with N = 7, it achieves satisfied delivery ratio

under short delay requirement, but also causes huge energy
consumption under long delay requirement. Comprehensively,
RBAR dynamically adjusts the redundancy and always uses
reasonably low energy to satisfy different delay requirements.

3) RBAR is adaptive: As we have discussed, traditional
DTN routing schemes do not differentiate packets with various
delay requirements, while RBAR adaptively changes the repli-
cation strategy to satisfy the requirements. Figures 6(a) and (b)
closely examine the difference by plotting the delivery ratio
and average number of transmissions for different schemes
when the delay requirement increases. For Epidemic, Direct
transmission and Spray and wait, they always follow one
single replication principle and do not consider the delay
requirement, thus the average number of transmissions is
almost constant but the percentage of packets delivered with
requirements changes significantly. On the contrary, RBAR
can always achieve constant delivery ratio with reasonably low
energy in accordance to the specific delay requirements.

4) Under hybrid delay requirement: As we observe from
Figure 6, under a certain delay requirement, some schemes can
get similar delivery ratio as RBAR, while some other schemes
may achieve similar energy consumption as RBAR. However,
none of them can fulfill these performance metric simultane-
ously. In this simulation, we examine the performance under
hybrid delay requirements. We assume a packet is assigned
a emergency level p when it is generated according to the
content, which ranges from 0 to 100 with uniform distribution
and the delay requirement is determined as D(p) = ap + b,
where a = 50 and b = 4000. We compare the performance of
different schemes in Figure 7. In Figure 7(a), we observe that
RBAR is different from others with various trends of CDF
of delay distribution at different time, because RBAR adjusts
the redundancy and put different efforts at different time. So
RBAR achieves the best tradeoff between delivery ratio and
energy consumption as shown in Figure 7(b).

5) When battery is constrained: Lastly we explore the
performance when the precious battery resource is constrained.
Since underwater sensor nodes are powered by battery, which
is hard, if not impossible, to be replaced. A wise scheme
in UWSN should always be energy friendly. Figure 8 com-
pares different schemes by setting the battery for each node
to support 1200 transmissions. Obviously, with constrained
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Fig. 5. Comparison of different schemes under short delay requirement.
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Fig. 6. Performance of schemes under different delay requirements.
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(b) Delivery ratio and energy consumption.
Fig. 7. Comparison of different schemes under hybrid delay requirement.

battery resource, Epidemic can no longer achieve the highest
delivery ratio, because it is too aggressive to replicate copies
and wastes resource. While RBAR reaches the highest delivery
ratio and reasonably low energy consumption, which relies
on the adaptive resource allocation based on the different
delay requirements. In this special case, Spray and wait with
N = 3 performs similarly. However, for other cases, it may
not be a good candidate but RBAR can always fit into different
situations.

VI. CONCLUSION

In this paper, we present redundancy based adaptive routing
(RBAR) for underwater DTNs. RBAR is dedicated for net-
works where all nodes and inter-contact time are independent
and identically distributed. In these networks, utility based
routing schemes are challenging since it is hard to determine
which relay is better than others, so RBAR is a good alter-
native by utilizing redundancy to increase the probability of
delivery. Meanwhile, it provides corresponding qualities for
various packets with different delay requirements.

RBAR explicitly controls the replication procedure and the
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Fig. 8. Comparison of different schemes under hybrid delay requirement and battery constraint.

number of copies in the network all the time, so it guarantees
the in-time delivery and better resource reallocation than
others. Through extensive simulations, we demonstrate that
RBAR can provide delivery diversity to applications with
different delay requirements and achieve a good trade-off
among delivery ratio, delay and energy consumption.
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