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Traditional network application

&)

Cloud
Computing
| )

User —
* Know exact case for the routers group: User

— If, good for packets transmission
— Otherwise, miss packets, reduce QoS of packets transmission
— Networks resource are not extensive shared (partly shared)



What is a cloud?

e Definition [Abadi 2009]

— shift computer processing, storage, and software away
from the desktop and local servers

— across the network and into next generation data centers

— hosted by large infrastructure companies,
such as Amazon, Google, Yahoo, Microsoft, or Sun
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Dynamic cloud-based network model

User accesdes ~
weh interface Weh
and requests Nt 0 / Scheduler
an application
—\.,'r" '
oMb Scheduler finds

a server with the
requested application
or has management

VCL Software and | node load requested
application on a server
Management . node

Elnternetj

o

Server with requested

Application application is made
|I‘.ﬁELQE available to user
Liorary ervers

North Carolina State University VCL model
http://vcl.ncsu.edu



What’'s Worrisome about Cloud?

Q. Rate the challenges/issues of Cloud model
(scale: 1-5; 1=not at cll concerned, S=very concerned)

7 | | |
Securlty

- /

Avallnhility

Bringing back In-house may be difficult

Hard to Integrate with in-house IT
Not enough ablllty to customize

>

70% 75% 80% 85% 90%

% responding 3, 4 or 5
Source: IDC Enterprise Panel 3009 N=263



An example: PlanetLab

b

PlanetLab 1s a global network
supports the development of new network services
consists of 1076 nodes at 494 sites.

While
lots of nodes at any time are inactive
do not know the exact status (active, slow, offline, or dead)

impractical to login one by one without any guidance



HL Difficulty of designing FD

. |
Arrival time of data becomes unpredictable;

Hard to know if the monitored system works well.

Easy case 1: Actual application 2:

* clock synchronous * clock asynchronous

* reliable  unreliable
communication communication

* process periodand  « ypper bound is
communication delay unknown

are bounded.



5“ A general application
. |

QoS requirements: Administrator

* Detect crash within 30 sec Distributed applications |©F Users

* At most one mistake per month 't

* Mistake 1s corrected within 60 s
Failure detector

Network environment:

* Probability of heartbeat loss
* Heartbeat delay

___________ QoS(MR, DT,

QAP..)
SHESICE

Algorithm (parameters):
Detection Time, Mistake Rate

Query Accuracy Probability



b

Important applications of FD

FDs are at core of many fault-tolerant algorithms
and applications

« Group Membership Atomic Commitment

* Group Communication Consensus

* Atomic Broadcast Leader Election

* Primary/Backup systems ~  °* e

FDs are found in many systems: e.g., ISIS, Ensemble,
Relacs, Transis, Air Traffic Control Systems, etc.



HL Failure Detectors (FDs)
Bl

FD can be viewed as a distributed oracle for giving a hint on
the operational status of processes.

FDs are employed to guarantee continuous operation:
To reduce damage in process groups network systems.

Used to manage the health status, help system reduce fatal
accident rate and increase the reliability.

.‘ Communication O

Monttor Monttored

Find crash server, be replaced by other servers



b

Failure Detectors (FDs): outline

#  Problems, Model, QoS of Failure Detectors
#  Existing Failure Detectors

#  Self-tuning FD (S FD): IPDPS12, ToN
Self-tunes its parameters



HH 1. Outline of failure detectors

m |
+ Introduction

&
&



Failure Detectors (FDs)

b

* Importance of FD:
Fundamental issue for supporting dependability

Bottleneck in providing service in node failure

* Necessity:
To find an acceptable and optimized FD



Failure Detectors

An FD 1s a distributed oracle that provides hints about

the operational status of processes (Chandra-Toueg).

However:

* Hints may be incorrect Distributed applications

* FD may give different hintsto —-———--- $ ------ QoS (hints...)
different processes Failure detector

* FD may change its mind (over & over)

about the operational status of a process






HH Quality of Service of FD

"R
B The QoS specification of an FD quantifies [9]:

- how fast it detects actual crashes
- how well it avoids mistakes (i.e., false detections)

* Metrics [30]:
# Detection Time (DT):
Period from p starts crashing to ¢ starts suspecting p
#Mistake rate (MR):

Number of false suspicions in a unit time
#Query Accuracy Probability (QAP):

Correct probability that process pis up



HLH FD Problems, Model
"R
O Mode(
e E z-/-] l +2
Process p
S;\'\ %g@.., \ \
Process q L i
: F111 gap
Time out (T) T,~.1 T,- T,-H ’L',HL2
FData  yipyuer :
!U!PEC'I'!J S

» Problems:
#High probability of message loss, change topology
#Difficult caused by unpredictability of network



HH 2. Outline of failure detectors

m
@

+ Existing Failure Detectors
®



HH 2 Existing FDs: Chen FD [30]

THl

* Major drawbacks:
[20] WAIEN S DOMER. AND M, I6AGUILERA. ON THE QUALITY OF SERVICE

OF PARRURERFRECTQRY- AFEFIRANT, RN 6011 5,520, 2002.

high probability of message loss/topology change
Dynamic/unpredictable message

» FA. =1-A)+d, |
g * [ Not applicable for the actual
network to obtain good QoS

> Tz‘+1 = E‘4z'+1 + 7/
Variables: FA,, ;. theoretical arrival; 7, . timeout delay;

A (9): sending interval; Y . a constant;

.- average delay;

A




Related work

HL\ 2 Existing FDs: Bertier FD [16]

[16] M. PERTIER O MARIN p”iiks mpﬁﬂtunﬂon AND

perSABE LY AR PINVANTICALEL RASER o

HCOPAONAEITHMA TION OF THRROMND.TRIP
TRVEUN. 2002,

BASED ON THE VARIABLE ERROR IN THE LAST
!’WEMacks:

a) No adjustable parameters;

b) Large Mistake Rate and Query Accuracy Probability.

Variables. FA,, . theoretical arrival; 7,.,. timeout delay;




Related work

HL‘ 2 Existing FDs: Phi FD [18-19]

[18] N. IIAYMIIIB;I'T, X. ﬁgu R.YARED,AND T. KATAYAMA.
THE PHEACCRUAL FAILURE DETECTOR. IN PROC. 231D IEEE

INTL. SYMP. ON RELIABLE DISTRIBUTED SYSTEMS
ﬁgtl;wu)m{;ujzm FLORIANPOLIS, BRATIL, OCT. 2004.
A

[19] X. DEFAGO.P. uR N, N. HAYASHIBARA, T. KATAYAMA.
DEFINITION AND SPECIFICATION OF ACCRUAL FAILURE

Tl ST O WO LL LN R ECITVE AV Taean,

Major drawbacks:

a) Normal distribution isn't good enough for ...

b) Improvement for better performance



i

2 Existing FDs: Kappa FD [3]

ﬁfﬁ R g P AT T ——

DPEWBA!. I“;Blﬁ ,JA?A!_ ADVANCED IN
IENCE AND TECHNOLOGY, JUNE, 2004.
el (t) —t[i‘—T*“
f 2
f r“‘ﬁ‘rd”: if t >0
- e(t) W _
0 otherwise
% a0
b slgp(t) = K(t) = Z ot — Tg)
i=k+1

STITUTEOF

Variables.

FA,: expected time to arrive;

77 starting time;
A (9): sending interval;
c: the contribution;

Approximated from Norm. D.

PROBLEM: HOW ABOUT THE PERFORMANCE

EVALUATION?




EH 3. Outline of failure detectors

“HE

4
4

¢ Self-tuning FD (S FD):



b

3. Selt-tuning FD

e Users give target QoS, How to provide corresponding QoS?

Chen FD [30]

* Gives a list QoS services for users -- different parameters
* For certain QoS service -- match the QoS requirement

* Choose the corresponding parameters -- by hand.

Probabilistic Behavior

. _ o of Heartbeats
actual engineering applications. l

Problem: it is not applicable for

QoS —»{ Configurator

Requirements l i

Failure Detector




HL 3. Selt-tuning FD

*  QOutput QoS of FD does not satisfy target, the feedback information
is returned to FD; -- parameters

* Eventually, FD can satisfy the target, if there is a certain field for
FD, where FD can satisfy target

* Otherwise, FD give a response:

(JoS Requirements
T, MR.QAP) |
Behavior of Heartbeats | Falliie

S - Ihm {_.:II':'-S +
(A, Arrival time) N

QoS

How to design Self-tuning schemes to match it?



M 3. Self-tuning FD

n
e Basic scheme:

3

0;
Tl:k-l-'l:l = .S'M T E‘il[k-l—'l:l . / >0;
SMy1y = SMy. + Sat{QoS. QoS5} - a. <0;

O QoS Variables.

Eequire ments

FA,, ;. theoretical arrival;
SM safety margin;
741 timeout delay;

a. a constant;




8. Experimental Environment
HE

* Exp. settings: All FDs are compared with the
same experiment condition:

» the same network model,
» the same heartbeat traffic,
» the same experiment parameters
(sending interval time, slide window
size (1000), and communication delay, etc.).
S FD, Phi FD [18-149], Chen FD [30], and
Bertier FD [16-17]

B Cluster, WIFi, LAN, WAN (USA-Japan,
Germany-USA, Japan-Germany, Hongkong -
USA, Hongkong-Germany)



i

L
EXPERIMENT SETTINGS:

* For an arbitrarily long period (p-q)

* Without network breaking down
 Heartbeats UDP/IP

 CPU below the full capacity

* Logged heartbeat time

* Replayed the receiving time



HL\ Exp. WAN (example)

* WAN exp. Settings (USA-Japan):

# USA: planetl.scs.stanford.edu (p);
Japan: planetlab-03.naist.ac.jp (q)

# HB sampling (over one week)
* Sending 6,737,054 samples;
™ Loss rate 0 %;

» Ave. sending interval: 12.825 ms;
» Ave. RTT: 193.909 ms;



8. S FD: Settings

B Conducted on PlanetLab http://www.planet-lab.org/
B Nodes in USA, Europe (Germany), Japan, HongKong

« WAN: Locations and hostnames

Sender Receiver
country hostname country hostname
USA planet] scs.stanford.edn Japan  planetlab-03.naist.ac.)p
(Germany  planetlab-2.fokus. fraunhofer.de USA planet1.ses.stanford.edn
Japan  planetlab-03.naist.ac.)p Germany  planetlab-2 fokus frannhofer.de
China  planetlab2.ie.cuhk.edu.hk USA planet1.ses.stanford.edn
Chima  planetlab2.ie.cuhk.edu.hk Germany  planetlab-2 fokus frannhofer.de




%, S FD: Statistics

HE
B Statistics of Cluster, LAN, WIFi,
Al
W AN Heartheats Heartheat period RTT
total (fmag) loss rate | send (mean) recv (mean) recv (stddev) (ave. |
- WAN-1 | 6,737,054 %% 12.825 ms 12,583 ms 14.8392 ms 193.90% ms |<-
=> WAN-5 | 7.008, 170 4% 12.367 ms 12.94 ms 16.567ms | 362423 ms [*

WAN-1: USA-JAPAN: WAN-2: GERMANY -USA:

AR ER AN Y pmany

[ L

wat AR WA




HH 3 Self-tuning FD

SFD ac\j_usts next freshness ; af?é‘;ﬁtﬁe"s‘gx;omt
point to get shorter to get shorter TEI)
MR, led to larger DI | |edtqg larger MR_(TOJ ‘ ‘ ‘ ‘
** : ) \ e ol ]
Bertier FD /|7 oY X~
@/; Chien FD | <0--Chen FD 99.5; *_W |
w10 {/ W\‘v J/ -0~ Bertier FD)| L D QoS
E’ 3 0 99f § *
@ ¢/ 0
0 I .
f:g 10-2 I 98.5 ; /Q\ 50
/)] .
S 98é Chen FD - Chen FD ]
|
| -¥=0 FD
I
4 L L L L o 97,54 | | | |
0002 04 o085 08 1 0 02 04 06 08
Detection time [s] Detection time [s]

MR and QAP comparison of FDs (logarithmic).



Self-tuning FD

* Experimental Results: WAN

* TD > 0.9, Chen-FD and Bertier-FD have longer TD and

smaller MR.

e TD< 0.25, Chen-FD and Bertier-FD have shorter TD and
larger MR.

* While, SFD adjusts the next freshness point T+ 1)t

shorter TD gradually --- it led to a little larger MR.

* So, SFD adjusts its parameters by itself to satisfy the target
QoS.



Future Work for FD

b

O Self-tuning FD;

O Indirection FD;
0 New schemes: different Probability Distribution;
0 New schemes: different architectures;

0 FD-Network: dependable network software in cloud;
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