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Abstract—Delay tolerant network (DTN) routing provides
a communication primitive in intermittently disconnected net-
works, such as battlefield communications and human-contact
networks. In these applications, the anonymity preserving mech-
anism, which hides the identities of communicating parties, plays
an important role as a defense against cyber and physical
attacks. While anonymous routing protocols for DTNs have been
proposed in the past, to the best of our knowledge, there is
no work that emphasizes the theoretical aspects. In this paper,
we first design an abstract of anonymous routing protocols for
DTNs and augment the existing solution with multi-copy message
forwarding. Then, we construct simplified mathematical models,
which can be used to understand the fundamental performance
and security guarantees of onion-based anonymous routing in
DTNs. The numerical and simulation results using randomly
generated contact graphs and the real traces demonstrate that
our models provide very close approximations to the performance
of the anonymous DTN routing protocol.

Index Terms—Anonymous communications, onion routing, de-
lay tolerant networks, DTNs.

I. INTRODUCTION

Delay tolerant network (DTN) routing [1]–[7] enables
message delivery in intermittently disconnected networks such
as battlefield communications, bus-to-bus networks [8], Peo-
pleNet [9], pocket switched networks [10], and so on. In
these DTN applications, not only is improving the message
delivery and minimizing the forwarding cost important, but
providing security and privacy preserving mechanisms are also
both theoretically and practically important.

While the messages exchanged between two nodes can
be protected with end-to-end encryption, a large amount of
information, including node identifiers, the locations of end
hosts, and routing paths, may be revealed by traffic analyses.
It is crucial to protect these types of sensitive information
in critical communication environments. For instance, in a
battlefield, one of the communicating end hosts is most likely
to be a commander, and thus, disclosing the location of
the end host will likely result in a mission failure. As a
defending mechanism, anonymous communications [11] are
widely studied to hide where a message comes from and where
it goes to, as well as the identities of communicating end hosts.

Although significant efforts have been made to design
anonymous routing protocols for the Internet [12], [13] and ad

hoc networks [14]–[21], these approaches are not appropriate
for DTNs due to key differences between them. First, the
graph representation of a DTN is contact-based, while that of
an ad hoc network indicates the physical topology formed by
nodes. Second, neither stable end-to-end communication links
nor transmission opportunities are assumed due to the fact that
intermittent connectivity is very limited. Third, a DTN routing
is implemented in the Bundle layer which is located between
the transport and application layers. These factors make the
existing ad hoc anonymous routing protocol unfeasible in
such a network, and therefore, these are the reasons that we
again study anonymous communications primarily designed
for DTNs.

To the best of our knowledge, very few anonymous routing
protocols are designed for DTNs. One of the well-known DTN
routing protocols to preserve anonymity is onion routing [22],
where layered encryption, each by different secret keys, is
applied to a message, and each layer can be peeled off with
the corresponding secret key. To accommodate the limited for-
warding opportunities, the idea of onion groups is introduced
in [23]–[25], in which a set of nodes form an onion group so
that any node in the same onion group is able to encypt/decrypt
the corresponding layer. However, theoretical analysis is yet to
be done. Therefore, we are interested in the theoretical aspects
of onion-based anonymous routing in DTNs.

The goal of this paper is to build performance and security
models for anonymous communications in DTNs. To this end,
we first design an abstract anonymous routing protocol based
on onion-based routing protocols proposed in [24], [25]. Our
simplified protocol captures the essence of understanding the
performance and security issues of anonymous DTN routing,
and in addition, it can be easily extended to auxiliary protocols.
The main contributions of this paper are listed as follows.

First, we propose an onion-based anonymous routing with
multi-copy forwarding in which ! copies of a message are
allowed. Note that the proposed protocol can be considered as
the generalization of the existing protocol [25], and no existing
anonymous routing for DTNs considers the case of multiple
copies. Then, we build analytical models for the delivery rate
by defining opportunistic onion path. The key difference from
the existing model, called opportunistic path [26], is that an
anycast-like property is incorporated, i.e., a node can forward
a message to any node in the next onion group. We provide



the bound of the message transmission cost introduced by
anonymous DTN routing, which is defined as the factor of
the shortest path between two nodes without the consideration
of anonymous communications. We analyze the traceable
rate, which indicates how many segments of a routing path
are disclosed to adversaries. Our approach to estimating the
traceable rate is unique in that it reduces the problem to merely
computing the run length of the bit string representing a routing
path. In addition, we introduce an entropy-based metric, called
path anonymity, to measure the state of not being identifiable,
and then formulate path anonymity for onion-based anonymous
routing for DTNs. To validate our analysis, we evaluate and
compare the numerical and simulation results with randomly
generated contact graphs, which demonstrate that our models
provide close approximations and/or the same trend as the
simulation results. Moreover, we conduct simulations using
CRAWDAD dataset cambridge/haggle [27], which is one of
the well-known contact traces among mobile nodes. The
comparisons indicate that our analyses present similar trends as
the simulations resulting from the real trace when the contact
graph is dense and enough contact events are provided.

The rest of this paper is organized as follows. The back-
ground knowledge for this paper is provided in Section II,
and an abstract anonymous routing protocol is presented in
Section III. In Section IV, we build performance and se-
curity models of anonymous routing in DTNs. Numerical
and simulation results under various conditions are compared
in Section V. Section VI reviews the existing works for
DTN routing and anonymous communications. Section VII
concludes this paper.

II. PRELIMINARY

A. Onion Routing

In onion routing [22], the connection between source and
destination nodes remains anonymous by connecting the end
hosts via a set of relay nodes, called onion routers. Each onion
router is also not identifiable to any node except to the previous
and next onion routers. To achieve this, a layered encryption is
applied to a message as shown in Figure 1, where message "
is encrypted using an encryption function #(.) with the public
keys of onion routers, denoted by %1, %2, and %3, respectively.
Only the corresponding onion router can peel off an encrypted
layer.

Fig. 1: An example of message encryption in onion routing.

Onion routing works as follows. Assume that source node
&! wishes to send a message via onion routers to destination
node &". The onion in Figure 2 indicates the routing path.
The first layer of the onion is encrypted using the public key
'(#1 . Only %1 can peel it off by the private key corresponding
to '(#1 and can identify the next onion router, i.e., %2, which
is shown in Figure 2. Similarly, %2 and %3 must decrypt the
corresponding layer before &" to obtain message ". By doing

this, where the message originally comes from and where it
goes to remain unknown to intermediate nodes at each hop.

Onion routing is commonly used for anonymous commu-
nications in ad hoc networks [14]–[21].

Fig. 2: An example of onion routing.

B. Group Onion Routing

Applying onion routing to DTNs will significantly reduce
the performance due to opportunistic contacts among nodes.
To accommodate for this, the concept of onion groups has been
proposed in [23]–[25], where a set of nodes forms an onion
group and any node in the same group can encrypt/decrypt the
corresponding layer of an onion. Figure 3 illustrates routing
with onion groups, where &! is the source of a message, &" is
the destination, and %$,& is the )-th node in onion group *$.
The routing process works as follows. Node &! can forward
a message to any %1,& in *1 upon a contact, and a node in
*$−1 can forward a message to any node in *$. Finally, the
message reaches &". The complete protocol description, such
as how to initialize onion groups and keys, and how to improve
the anonymity at the last hop, can be found in [25].

C. Traceable Rate

The traceable rate [17] indicates the percentage of path
segments disclosed to adversaries when some nodes are com-
promised. Let + be the number of hops (or message forward-
ing) between two nodes, ,!'( be the number of compromised
segments in a path, and -!'(,$ be the hop count of the .-th
compromised segment. Then, the traceable rate, denoted by
')#*+', is defined by Equation 1.

')#*+' =
1

+2

,!"#∑

$=1

(-!'(,$)
2 (1)

Equation 1 implies that the longer the consecutive compro-
mised segments, the higher the traceable rate. For example, let
&1 → &2 → &3 → &4 → &5 be a path, where the number of hops
is four, i.e., + = 4. Note that if a node, say &$, is compromised,
the link between &$ and &$+1 is disclosed to an adversary. For
example, when three nodes, &1, &2, and &4, are compromised,
the traceable rate will be 22+12

42 = 5
16 . If three consecutive

nodes, &2, &3, and &4, are compromised, the traceable rate will
be 32

42 = 9
16 .

D. Anonymity

Anonymity [28] is the state of not being identifiable within
an anonymous set; an anonymous set is a set of all the possible
entities. For instance, a bit string, say 01XX1, where X could
be either 0 or 1, is known to an adversary. The adversary
can guess the original bit string within an anonymous set,
{01001, 01011, 01101, 01111}. While the degree of anonymity
can be modeled by an entropy-based analysis, the concrete
definition is application-dependent [29]. Therefore, we will
formulate the anonymity for anonymous routing paths in DTNs
in Section IV-E.



Fig. 3: The overview of onion-based anonymous routing.

TABLE I: Definition of notations.

Symbols Definition
0 The number of nodes in a network
&$ Node .

1/2$,& The inter-contact time between &$ and &&
" A message
3 The message deadline
! The number of copies
( The number of onion routers that a message

travels
+ The number of hops between two nodes
*$ A set of onion routers for the .-th hop
%$,& The )-th node in *$

1/2- The inter-contact time between nodes at the 4-
th hop

5 The number of nodes in an onion group
- The number of compromised nodes
-. The number of compromised nodes on a path

III. ABSTRACT ONION-BASED ANONYMOUS ROUTING
PROTOCOL

A. Network Model and Definitions

A DTN is represented by a contact graph with 0 nodes.
Each pair of nodes, say &$ and && , is connected in the graph if
they have at least one contact. Node &$ can forward a message
" to && at a contact. The link duration at every contact is
assumed to be long enough to transmit a complete message.

The inter-contact time between &$ and && is defined by
1/2$,& . The probability that node &$ has a contact with node
&& (hence after we refer to it as the contact probability) at time
6 follows the exponential distribution, i.e., 2$,&7−/$,&). Thus,
the contact probability of &$ and && within 3 is defined by
Equation 3.

' [&$ contacts with && in 3 ] =

∫ 0

0
2$,&7

−/$,&)86 (2)

= 1− 7−/$,&0 (3)

To initialize onion groups, the nodes in a network are
divided into 0/5 groups, where 5 is the group size. Any node
in the same onion group can encrypt/decrypt the corresponding
layer of an onion by sharing secret or public/private keys. The
work [25] is used for the onion groups and public/private key
initialization.

Integer values, (, !, and 3 , are system parameters, where
( is the number of onion routers that a message travels

Algorithm 1 Single-Copy(&!, &", ", (, 3 )

1: /* &! does the following */
2: &! selects ( onion groups.
3: &! generates an onion.
4: /* &$ does the following at a contact with && for the 4-th

hop. */
5: &$ and && establish a secure link.
6: &$ sends " to && if && is in *-

7: &$ deletes " from its buffer.
8: increments 4 by 1.
9: /* &" does the following */

10: when &" receives ", returns 9:,,#99.
11: /* Error handling */
12: if " is not delivered in 3 then
13: &$ discards ", and returns ;<=!.

through, ! is the number of messages a source node can
duplicate, and 3 is the message deadline. The .-th group of
the selected onion groups is denoted by *$. Hence, a message
travels along *1, *2, ... *1 before reaching its destination.

Depending on the value of !, the message forwarding
process and resource requirements are different, and thus, we
have two versions of the abstract protocol, in the case of ! = 1
and ! ≥ 2. In this paper, the abstract protocols with ! = 1
and ! ≥ 2 are termed single-copy forwarding and multi-copy
forwarding, respectively. Note that single-copy forwarding can
be considered as a special case of multi-copy forwarding.
However, we explicitly distinguish these two versions, since
the protocol with ! ≥ 2 requires more resources, i.e., more
variables in its implementation, than the protocol with ! = 1.

The notations and their definition used in this paper are
listed in Table I.

B. Single-Copy Forwarding

Single-copy forwarding is the baseline of the proposed
abstract protocol. It works as follows. Let &! be the node which
wishes to deliver message " to &". Given system parameters,
(, ! = 1, and 3 , &! selects ( onion groups, say *1, *2, ...,
and *1 , and then creates an onion for routing information.

Node &$ (or source node &!) establishes a secure link with
&& at a contact and checks if && is a member of *- for the
4-th hop. If so, &$ forwards " to && and deletes " from its
buffer. This process continues until " is delivered to &". Every
message must be delivered to its destination within 3 . If node
&$ holding " detects that the deadline of " is past, " is
discarded during a forwarding process.

The pseudo code of single-copy forwarding is provided in
Algorithm 1.

C. Multi-Copy Forwarding

While the single-copy forwarding scheme is cost effective,
its performance is limited in terms of delivery rate and delay
due to the opportunistic nature of DTNs. To improve the
performance, a natural approach is to allow multiple copies of
a message. However, the multi-copy forwarding scheme not
only introduces transmission cost, but also might affect the
security measures. Therefore, there is the trade-off between



Algorithm 2 Multi-Copy(&!, &", ", (, !, 3 )

1: /* &! does the following */
2: &! selects ( onion relays.
3: &! generates an onion.
4: &! sets &!.6.-476 to be !.
5: /* &$ does the following at a contact with && for the 4-th

hop. */
6: &$ and && establish a secure connection.
7: if && is in *- and ;>%?@%8(&$, && , !,(, 3 ) returns true

then
8: &$ sends " to && if && is in *-.
9: &$ decrements &$.6.-476 by 1.

10: if ! = 0 then
11: &$ deletes " from its buffer.
12: && sets && .6.-476 = 1.
13: /* &" does the following */
14: when &" receives ", returns 9:,,#99.
15: /* Error handling */
16: if " is not delivered in 3 then
17: &$ discards ", and returns ;<=!.

performance and cost/privacy. This is the motivation to model
the onion routing with multi-copy forwarding.

In multi-copy forwarding, up to ! copies of a message are
allowed in the network. The number of copies that a node
can forward is maintained by tickets, and thus, an additional
variable, &$.6.-476 , is introduced. In addition, we define
a new function, denoted by ;>%?@%8(&$, && ,", !,(, 3 ),
that returns true if &$ determines it forwards " to && at
a contact, and is false otherwise. The implementation of
;>%?@%8(.) is left to protocol designers. In our simplified
model, ;>%?@%8(&$, && , !,(, 3 ) returns true when && does
not have ", and is false otherwise.

The multi-copy forwarding scheme works as follows.
Given system parameters, (, !, and 3 , source node &! wishes
to deliver " to &" via *1, *2, ..., *1 , which are randomly
selected. At every contact with && , &$ checks if && is in *- for
the 4-th hop and runs function ;>%?@%8(.). If the forwarding
decision is made, &$ forwards " to && and decrements &$.6.-476
by 1. When &$ consumes all its tickets, i.e., &$.6.-476 becomes
0, " is discarded from &!’s buffer. On the other hand, && sets
&& .6.-476 to be 1 upon receiving " from &$. This process is
repeated until " reaches &". During the forwarding process,
" is discarded if the delay exceeds the message deadline, 3 .

The pseudo code of the multi-copy forwarding scheme is
shown in Algorithm 2.

IV. PERFORMANCE AND SECURITY ANALYSES

A. Delivery Rate Analysis for Single-Copy Forwarding

We assume that all onion groups are of the same size, i.e.,
5 = ∣*$∣ for 1 ≤ . ≤ 0/5. Note that there may exist a group
with a smaller size if 0 is not divisible by 5. This factor is
ignored in our analyses. For convenience, we refer to the )-th
node in *-, which serves as the 4-th onion router, as %-,& . The
probability that source node &! contacts any node in the next
onion group *1 is obtained by modifying Equation 3. Since
&! can forward a message to any %1,& in *1, the inverse of the

inter-contact time between &! and %1,& is simply the summation
of 2!,#1,& for all %1,& ∈ *1. Forwarding from a node in the last
onion group *1 to destination &" is similar. The inverse of
the inter-contact time between a node in *-−1 and any node
in *- can be computed by taking the average of 2#'−1,$,#',& ,
where %-−1,$ ∈ *-−1 and %-,& ∈ *-. Thus, 2- for the 4-th
hop is obtained by

2- =

⎧
⎨

⎩

(∑

&=1

2!,#',& for 4 = 1

1

5

(∑

$=1

(∑

&=1

2#'−1,$,#',& for 2 ≤ 4 ≤ (

(∑

&=1

2#'−1,& ," for 4 = ( + 1.

(4)

Note that there exist ( onion routers between &! and &",
and thus the number of hops is ( + 1. For simplicity, we
define + := ( + 1. The contact probability of &$ in contact
with any of %-,& ∈ *- within 3 is obtained by 1 − 7/'0 .
Since this contact probability is for a single hop, we may take
the product of the contact probability of each hop to compute
the probability that &$ can deliver a message to &" within
3 . According to [26], a routing path in DTNs is called an
opportunistic path, which is modeled by the hypoexponential
distribution. Now, we introduce an opportunistic onion path
to incorporate the property of group onion routing where a
message travels along any node in specified onion groups in
the specified order.

Let <(2)
- be a coefficient of the hypoexponential distribu-

tion as defined by Equation 5.

<(2)
- =

(2)∏

&=1,& ∕=-

(
2&

2& − 2-
) (5)

Consequently, the delivery rate '"'3$4'#5(3 ) of a message
from &! to &" via *1, *2, ..., *1 is obtained by Equation 6.

'"'3$4'#5(3 ) =
2∑

-=1

<(2)
- (1− 7−/'0 ) (6)

Note that our opportunistic anonymous path model differs
from [26] in the sense that a node can forward a message to
any node in the next onion group. That is, 2- in Equation 6 is
not simply the inverse of the inter-contact time between two
nodes.

B. Delivery Rate Analysis for Multi-Copy Forwarding

In the multi-copy forwarding scheme, ! copies of a mes-
sage are allowed in the network. According to [3], the expected
delay with ! replicas will be the inter-contact time divided by
!. Applying this observation, we can deduce the probability
that &$ successfully delivers a message to any && in *- for the
4-th hop within 3 as 1− 7−/'60 . Therefore, the delivery rate
of the !-copy forwarding scheme is given by Equation 7.

'"'3$4'#5(3, !) =
2∑

-=1

<(2)
- (1− 7−/'60 ) (7)



C. Message Forwarding Cost

We will formulate the message cost with respect to the
number of message transmissions between two nodes without
the consideration of anonymous communications. In the best
case, two nodes are directly connected, i.e., the distance
between two nodes is one, if the time duration is infinite. Thus,
any DTN routing protocol introduces only 2! − 1 message
transmissions, where ! is the number of copies of a message,
when the delivery delay is not considered. Therefore, the
message forwarding cost incurred by anonymous DTN routing
is simply the number of message transmissions.

In the single-copy forwarding scheme, the node forwards
the message only when it has a contact with a node in the next
onion group. Thus, the message transmission cost in terms of
the number of forwardings is simply " + 1, where " is the
number of intermediate onion routers.

In the multi-copy forwarding, the source node can forward
! − 1 copies of a message to any node, and one copy to a
node in the next onion group. The nodes which receive a copy
forward the copy when they have a contact with any node in
the next onion group. Hence, the forwarding cost at the first
hop is at most 1+ 2(!− 1). The forwarding process after the
second hop is the same as single-copy forwarding, since the
node receiving a message has one copy. Since there are !-
copies in the network, the forwarding cost between the second
and last hops is at most "!. Therefore, the number of message
transmissions is at most (" + 2)!− 1.

D. Traceable Rate Analysis

We analyze the traceable rate of the anonymous onion path
when nodes in a network are compromised. In our model, an
adversary is assumed to intrude on the node with a message at
a contact. Thus, compromising a node causes it to disclose the
next node in a routing path. For example, if #2 is compromised
in a path, say #1 → #2 → #3 → #4 → #5, then the link from
#2 → #3 is considered traceable.

Let $ be the number of compromised nodes during message
forwarding from #! to #". For a given $, we can obtain the
expected traceable rate of an anonymous path by reducing the
problem to compute the expected run length. Note that the
run length is the length of the same consecutive 0s or 1s.
Let % = {%1, %2, ..., %#} be the binary representation of a path,
where ( = " + 1. The value of %$ is equal to 0 when the
sender of the link is not compromised. Otherwise, %$ equals 1.
For instance, if #2, #3, and #5, are compromised on #1 → #2
→ #3 → #4 → #5 → #6 then the binary representation of the
path will be 01101. Here, the bit strings 11 and 1 have the run
length of 2 and 1, respectively. Now, the problem is equivalent
to computing the number of the runs of 1s and their length in
( bits. By doing this, the geometric distribution can be applied
to computing the expected traceable rate.

The probability that a node is compromised is obtained
by $/*. Let +$ be the random variable that represents the
run length of the first compromised segment starting from %$.
Equation 1 indicates that the weight of the ,-th compromised
segment is the square of the hop counts, i.e., ($!%&,$)2, which
is equal to the square of the corresponding run length. Thus,

we will have the following series for the square of +$.

-[+2
1 ] =

#∑

(=1

.2
( $

*

)( (
1− $

*

)
(8)

-[+2
2 ] =

#∑

(=⌈)[*1]+1⌉

.2
( $

*

)( (
1− $

*

)
(9)

-[+2
$ ] =

#∑

(=⌈)[*!−1]+1⌉

.2
( $

*

)( (
1− $

*

)
+ / (10)

Here, / is a negligible value. In addition, -[+$] is also
computed by the geometric distribution, i.e.,

-[+$] =
#−$∑

(=1

.
( $

*

)( (
1− $

*

)
. (11)

To estimate the number of compromised segments 0!%& on
a path, we assume $ is relatively small compared with * to
ensure -[+$] ≤ 1. By doing this, we will have 0!%& ≤ ⌈(/2⌉.
From Equation 1, we can deduce the expected traceable rate
1+,-.%($) as shown in Equation 12.

1+,-.%($) =
1

(2

⌈#/2⌉∑

$=1

-[+2
$ ] (12)

Both the single-copy and multiple-copy forwarding proto-
cols yield the same traceable rate regardless of the number
of ! copies, since the the routing paths in the multiple-copy
forwarding scheme are considered to be independent from each
other. However, an adversary can confine the possible routing
path sets once nodes are compromised. That is, the next onion
router can be identified within the next onion group, should a
relay node be compromised. Such a metric is modeled as path
anonymity in the following subsections.

E. Anonymity Analysis for Single-Copy Forwarding

In this section, we will formulate the path anonymity of
an anonymous onion path under the single-copy forwarding
scheme. Let 2 be all the possible subjects, and 3 be the
probability of a given subject being the original. The entropy
of the system is given by

4(2) = −
∑

∀$∈0

3$5672(3$). (13)

In our scenario, subjects are routing paths. The system
has the maximal entropy, denoted by 41-2, when no node
is compromised. Assuming a routing path is acyclic, for the
.-th hop, there are * − . possible next routers, and thus, the
number of all possible paths is computed by the permutation
of ( nodes out of * nodes. Hence, we will have

41-2 = −
∑

∀paths in 0

(*− ()!

*!
5672

(
(*− ()!

*!

)
. (14)

Let $3" (0 ≤ $3" ≤ 7) be the number of compromised
nodes in the .-th onion group on a path. The probability of a
node being compromised is .

4 . Since there are 7 nodes in each
onion group, the expected number of compromised nodes in
an onion group is .&

4 . The probability of a compromised node
being on a path depends on 8$,," for node 9( in :( for the .-th
hop and a sender, #$. For simplicity, we may approximate the
probability of being selected as an onion router (i.e., having the



first contact with sender &$) as 1
( . Thus, the joint probability

that a node is selected as an onion router and is compromised
is equal to 1

( ⋅ +(
7 = +

7 .

Should a node on a path be compromised, an adversary
will be able to confine the next onion router within the next
onion group. Let A (0 ≤ A ≤ +) be the random variable
that represents the number of compromised nodes on a path.
Given the number of compromised nodes - out of 0 nodes in a
network, #[A ] can be obtained using the Binomial distribution,
as follows.

#[A ] =
2∑

$=1

.

(
+

.

)( -

0

)$ (
1− -

0

)2−$
(15)

An adversary can guess the next hop with the probability
'(8'!!(&$, 0, 5, 4) , where &$ is the 4-th node on a path, by

'(8'!!(&$, 0, 5, 4) =

{ 1
( if &$ is compromised
1

7−- if otherwise.
(16)

For simplicity, we refer to -. = #[A ] as the number of
compromised nodes on a path. Thus, we can define the proba-
bility of successfully guessing path .’s identity in Equation 13
as B$ =

(7−1++()!
7!

1
()( . The entropy of the system is obtained

by Equation 17.

C(D′) = −
∑

∀paths in 9′

(0− + + -.)!

5+(0!
E>52

(
(0− + + -.)!

5+(0!

)

(17)

The path anonymity, denoted by F(D′) (0 ≤ F(D′) ≤ 1),
can be obtained by C(D′)/C:*;. Every possible path in an
anonymous set has the equal probability of being original, and
thus −

∑
∀$9 B$ in Equation 13 is equal to -1. Hence, only the

logarithmic parts of C(D′) and C:*; need to be computed,
i.e., the part corresponding to E>52(B$) in Equation 13.

To further simplify C(D′) and C:*;, we assume that the
number of nodes in a network is large enough with respect
to the number of onion groups that a message travels, i.e.,
0 ≫ (. This assumption is a common case in real networks.
For example, a Tor system [12] uses three proxies out of more
than 3000 Tor nodes to hide client identity from a server.
Thus, we may say E0(0−() ≃ E0(0). In addition, Stirling’s
approximation can be applied, i.e., E0(0!) ≃ 0E0(0) − 0 for
large 0. Note that the logarithmic base can be changed by
E>52(0) = E0(0)/E0(2).

By applying these approximations to Equations 14 and 17,
we have F(D′) as follows:

F(D′) =
C(D

′)

C:*;
=

E>52
(

(7−2)!
7!

)

E>52
(

(7−2++()!
()(7!

) (18)

=
(+ − -.) (E0(0)− 1) + -.E0(5)

+ (E0(0)− 1)
(19)

F. Anonymity Analysis for Multi-Copy Forwarding

In the case of the !-copy forwarding scheme, there could
be up to ! paths. Hence, the probability that at least one node
in an onion group is compromised is equal to 1 −

(
1− +

7

)6
.

Let A ′ be the random variable that represents the number of

TABLE II: Simulation parameters.

Parameter value (default value)

The number of nodes 1000
The inter-contact time 0 to 360 minutes

The group size 1 to 10 (3)
The number of onion routers 1 to 10 (3)

The number of copies 1 to 5
The message deadline 60 to 1800 minutes

The % of compromised nodes 0% to 50% (10%)

onion groups with at least one compromised node on a set of
! paths. Similar to Equation 15, the following equation may
be obtained.

#[A ′] =
2∑

$=1

.

(
+

.

)[
1−

(
1− -

0

)6
]$ (

1− -

0

)6(2−$)
(20)

For simplicity, let -′. = #[A ′], and then, the path
anonymity for the !-copy forwarding scheme can be obtained
by replacing -. with -′. in Equation 19.

V. SIMULATIONS

In this section, we will validate our delivery rate, traceable
rate, and path anonymity analyses by comparing the numerical
and simulation results.

The anonymous routing models that we build are based on
the abstract protocols presented in Section III. On the other
hand, in the simulation, we have implemented ARDEN [25],
which can be seen as a version of the proposed abstract proto-
col with single-copy forwarding in Algorithm 1. For the multi-
copy version, we augment ARDEN with the source spray-and-
wait with !-copy forwarding, which can be considered as an
extension of Algorithm 2.

With the implemented protocols, our simulations incor-
porate the consideration of the implementation issues. For
example, the last hop forms an onion group to improve
the destination anonymity. In addition, some onion groups
may have the different group sizes 5 when the number of
nodes 0 is not divisible by 5. Therefore, these factors make
the assumptions used by analytical models and simulations
different.

A. Simulation Configurations

In these simulations, two kinds of contact graphs, randomly
generated contact graph and real traces, are considered, which
are elaborated as follows.

Random graphs - A contact graph with 1000 nodes is
generated by assigning inter-contact time to each pair of two
nodes. The inter-contact time is exponentially distributed with
parameter 1/2$,& for a pair of nodes &$ and && (. ∕= )), and the
initial value of 1/2$,& ranges from 0 to 360 minutes. The group
size is set to be 1 ≤ 5 ≤ 10 (the default value is 5), the number
of onion routers is set to be 1 ≤ ( ≤ 10 (the default value is
3), the number of copies is set to be 1 ≤ ! ≤ 5, the message
due is set to be 60 ≤ 3 ≤ 1800 minutes, and the percentage
of compromised nodes is set to be 0% ≤ -/0 ≤ 50%. The
simulation parameters are listed in Table II.
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For randomly selected source and destination nodes, each
node runs an anonymous onion routing protocol with either
single-copy or multi-copy forwarding. If a message is delivered
from a source to a destination within the deadline, 3 , the mes-
sage delivery succeeds. The numerical results for the delivery
rate are computed for each contact graph realization with a
given source and destination pair. For security evaluations,
nodes are randomly selected as compromised nodes with a
given compromised rate, i.e., -/0. The numerical values of
the expected traceable rate and path anonymity are computed
from the given simulation parameters, (0, 5, -,(,!). Unlike
the delivery rate, the traceable rate and path anonymity are
independent of a contact graph realization, i.,e &!, &", and
1/2$,& for all &$ and && (. ∕= )), and thus, these numerical
results are simply computed from configuration parameters.

For each generated contact graph, 1000 simulations are
conducted, and the average values for different metrics are
compared with numerical results.

Real traces - CRAWDAD dataset cambridge/haggle [27] is a
real DTN trace. To be specific, Experience 2 and 3 traces (we
refer them as Cambridge and Infocom 2005, respectively) are
used in our simulations. In both scenarios, we only consider
the contacts between mobile devices, i.e., iMotes, by excluding
stationary nodes and external devices. There are 12 and 41
mobile nodes in the Cambridge and Infocom 2005 traces,
respectively. Contact events are recorded in the order of
seconds. The contact events are traced over several days, and
most likely there is no contact in off-business hours. Thus, we
assume that a source node initiates a message transmission at
any time after it has a contact with any node, which implies
that message delivery starts in business-hours but not at night
time. By training the traces, the accuracy of the proposed
models can be improved.

The number of nodes and the contact frequency are com-
puted from a given trace file. The other simulation parameters,
i.e., (, !, 5, -, and 3 are set in the same way as the random

graphs. For a given trace file, 500 different sets of source, des-
tination, and intermediate onion routers are randomly selected,
and the average performance is calculated.

B. Numerical and Simulation Results of Single-Copy Forward-
ing

Figure 4 shows the delivery rate for different group sizes
with respect to the deadline. The results support the intuition
that the delivery rate increases as the onion group size in-
creases. This is because having a larger group size brings more
forwarding opportunities.

Figure 5 illustrates the delivery rate for different numbers
of onion routers, with respect to the deadline. It is clear that
a smaller number of onion routers results in a higher delivery
rate (or equivalently shorter delay). Although there exists a gap
between numerical and simulation results, the same trend can
be clearly observed. From Figures 4 and 5, we can say that our
delivery rate analysis provides a reasonable approximation.

Figure 6 demonstrates the traceable rate for different
numbers of onion routers with respect to the percentage of
compromised nodes. As can be seen in the figure, the traceable
rate increases in proportion to the percentage of compromised
nodes. In addition, larger group sizes lead to smaller traceable
rates. This is because the denominator of Equation 1, i.e, the
number of hops between a source and destination, becomes
relatively larger than the numerator, i.e., the weighted hop
counts of compromised segments.

Figure 7 depicts the traceable rate for different percentages
of compromised nodes with respect to the number of onion
routers. Due to the same reason as Figure 6, adversaries can
trace smaller portions of a path as the number of onion routers
increases. Figures 6 and 7 indicate that our traceable rate
analysis is valid, since the numerical and simulation results
are close to each other.

Figure 8 presents the path anonymity for different group
sizes with respect to the percentage of compromised nodes.
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As can be seen in the figure, the larger group size results in
higher anonymity, since the possible set of next onion routers
increases proportionally when the number of nodes in an onion
group increases. This property is observed from Equation 16,
i.e., the next onion router is identified with the probability of
1/5, should the node holding a message be compromised. On
the other hand, one may be concerned that a larger group size
seems to be insecure, since more nodes share a key to decrypt
the corresponding onion layer. However, such a factor is not
that crucial compared with the percentage of compromised
nodes as shown in Equation 19.

Figure 9 gives the path anonymity for different percentages
of compromised nodes with respect to the group size. For the
single-copy forwarding scheme, the path anonymity gradually
increases as the group size increases. From Figures 8 and 9,
we can conclude that our anonymity analysis approximates the
simulation results with very high accuracy.

C. Numerical and Simulation Results of Multi-Copy Forward-
ing

Figure 10 shows the delivery rate for different values of
! with respect to the deadline. In this setting, the group size
is set to be 5, i.e., 5 = 5, to make sure that ! ≤ 5 holds.
It is clear that the delivery rate increases as the value of !
increases. It is simply that allowing more copies results in more
forwarding opportunities. Although there exists a gap between
the numerical and simulation results, especially in the case
when the deadline is less than 360 minutes, our analysis still
displays the same trend as the simulation results.

Figure 11 illuminates the number of message transmissions
with respect to the number of message copies !. The upper
bound of the message transmission cost is determined by the
number of copies ! and the number of intermediate onion
routers (. As the value of either ! or ( increases, the number

of message transmissions increases. As shown in the figure, the
analytical and simulation results are very close to each other.
The message transmission cost without the consideration of
anonymity results in the smallest message cost. However, we
claim that the onion-group-based routing protocols preserve
privacy by introducing more message overhead.

Figure 12 illustrates the path anonymity for different
values of ! with respect to the percentage of compromised
nodes. From this figure, we can validate our intuition that
the anonymity decreases when ! increases. This is because
any onion path traverses a node in the specified onion group,
and adversaries can correlate the information about paths from
compromised nodes. The numerical and simulation results of
! = 3 and ! = 5 are very close to each other when the
percentage of compromised nodes is less than 30%. However,
these lines gradually grow apart from each other when the per-
centage of compromised nodes increases. The reason for this
gap is that our models assume that the number of compromised
nodes - is much smaller than the number of nodes 0.

Figure 13 demonstrates the path anonymity for different
values of ! with respect to the group size, where the percent-
age of compromised nodes is set to be 10%. As can be seen in
the figure, the numerical and simulation results are very close
to each other. From Figures 10 to 13, we can observe a tradeoff
between the delivery rate and anonymity, i.e., the delivery rate
increases, but the anonymity decreases as ! increases.

D. Results with Cambridge Trace

Figures 14 to 16 are the results with the Cambridge trace
(i.e., Experiment 2 in [27]), which is relatively small scale
and dense. The number of onion routers, the group size, and
the number of copies are set to be ( = 3, 5 = 1, and
! = 1, respectively. Since there exist 12 mobile nodes in the
Cambridge trace, we consider one set of configuration. Note
that making ! ≥ 2 will not help when 5 = 1.



Figure 14 shows the delivery rate with respect to the
deadline. Since the Cambridge trace is relatively dense and
has enough contact events, a message can be delivered to
its destination within relatively small delay. Thus, a message
transmission is initiated during business hours, the delivery
rate reaches 100% in 1800 seconds (or 30 minutes). With these
assumptions, our analysis presents the similar trend as the real
trace.

Figure 15 presents the traceable rate with respect to the
percentage of compromised nodes. Similar to the case of the
randomly generated graphs, the proposed traceable rate anal-
ysis provides close approximation even with the real traces.
This is because our security model is independent from the
inter-contact times among nodes and thus can be applied to
any graph.

Figure 16 illustrates the path anonymity with respect to
the percentage of compromised nodes. From the figure, the
path anonymity decreases linearly as the percentage of com-
promised nodes increases. The results from simulations with
the Cambridge trace and the analysis are very close to each
other. Again, this metric is independent from the inter-meeting
times among nodes, and therefore, the path anonymity analysis
can adapt to a variety of contact traces.

E. Results with Infocom 2005 Trace

Figures 17 to 19 are the results with the Infocom 2005
trace (i.e., Experiment 3 in [27]), which is a medium size
contact network. The number of onion routers, the group size,
and the number of copies are set to be ( = 3, 5 = 5, and
! = {1, 3, 5}, respectively.

Figure 17 depicts the delivery rate with respect to the
deadline. Note that the x-axis is set to be the logarithmic order,
since the contact trace does not have enough contact events
for a message to be delivered during business hours in a day.
While the delivery rate increases from 16 to 256 seconds, there
is no increment between 256 to 4096. This is because there
is no contact during this period of time. The delivery rate
increases as the deadline becomes longer. Since our delivery
rate analysis does not consider the business and off-hours, the
analytical results do not capture the simulations results well in
the Infocom 2005 trace. However, when ! = 1, our analysis
still presents the similar trend as the simulations except during
the off-hours. The multi-copy forwarding scheme of ! = 3 and
! = 5 slightly improve the delivery rate compared with the
single-copy forwarding scheme ! = 1, but the difference is not
significant. This implies that the diversity in path selection is
very small due to the connectivity issue among onion routers.
Another possible reason is that the first message is delivered to
the destination, but copied messages fail to be delivered due to
fewer contact events. In other words, each copy of a message
tends to travel the same onion routers.

Figure 18 demonstrates the traceable rate with respect
to the percentage of compromised nodes. The traceable rate
depends on the number of onion routers and the number of
compromised nodes. The difference between the analysis and
simulation results are up to only a few percents.

Figure 19 illuminates the path anonymity with respect to
the percentage of compromised nodes. When ! = 1, the

numerical and simulations results are perfectly matched. In
the case of ! = 3, our model is very close to the simulation
result when the percentage of compromised nodes is less than
or equal to 30%. The simulation result with ! = 5 has
slightly lower path anonymity than that with ! = 3, but not
as significant as the case of the randomly generated contact
graphs shown in Figure 12. This implies that the paths, via
which a set of message copies travel, do not diverse. Hence,
the path anonymity slightly decreases from ! = 3 to ! = 5,
but the delivery rate increases by only a few percents as shown
in Figure 17. However, our analysis still shows the same trend
as the simulation results.

VI. RELATED WORK

A. Routing in DTNs

To achieve message delivery in a DTN, node mobility is
exploited in a routing process, so called carry-and-forward.
Epidemic routing [1], which is a flooding-like scheme, maxi-
mizes the delivery rate since a message is forwarded at every
contact. However, this approach introduces a large amount of
forwarding overhead. Ticket-based protocols, such as spray-
and-wait [2], alleviate this by limiting the number of for-
wardings based on the number of tickets that a node has
for a message. To balance the tradeoff between the delivery
rate and forwarding cost, a utility function is introduced to
optimize administrator specified metrics [3]. It is known that
the use of past contact history significantly improves the
delivery rate for a given forwarding cost/message cost [4] and
eliminates unnecessary forwarding [5]. In community-based
networks, social features among mobile users are exploited
for routing [6]. Available knowledge, e.g., contacts, queuing,
and traffic demand, differs from application to application, and
such factors are classified in [7].

B. Anonymous Communications

Anonymous communications lay in wide areas from
mixnet-based systems [12] to Tor [13]. Among them, our inter-
ests are in routing-based anonymous systems in wireless net-
works. As cryptographic-based protocols, a key management
scheme to securely update secret keys [14] and an anonymous
neighborhood authentication algorithm called MASK [15] to
preserve sender and receivers’ anonymity at each hop have
been proposed. AnonDSR [16] implements the idea of onion
routing [22] by collecting symmetric key of intermediate
nodes, but a path information is visible to source and destina-
tion nodes. ANODR [17] and its variants [18]–[20] generate
an onion during route discovery phase by adding an encrypted
layer to a request packet. The zone-based protocol [21] first
sets up two proxies for source and destination nodes, and then
broadcast is used in communications between the proxy and
the source/destination node. However, when it comes to DTNs,
all the aforementioned anonymous routing protocols ignore the
important characteristic of DTNs, i.e., the lack of persistent
end-to-end connectivity.

C. Anonymous Communications in DTNs

The works most closely related to this paper are anonymous
communications in DTNs. ALAR [23] is an Epidemic-like pro-
tocol that hides the source location by dividing a message into



several segments and then sends them to different receivers;
meanwhile the sender’s identifier is not protected. In onion-
based protocols [23]–[25], the idea of onion groups, where a
set of nodes share secret keys to allow for any node in the same
onion group to encrypt and decrypt the corresponding layer
of an onion, is introduced to accommodate the opportunistic
nature of DTNs. To establish such groups, attribute-based
encryption (ABE) [30] or identity-based cryptography (IBC)
[31] is used. In TPS [32], a message must travel for at least
G groups out of H groups, based on the threshold secret
sharing [33], and then a pivot forwards the message to its
destination. While this threshold scheme alleviates the longer
delay due to the use of onions, the final destination of a
message is revealed to the pivot. The most viable solutions are
ARDEN [25] and EnPassant [24] that forward a message along
a set of onion routers in an order of specified onion groups.
Nevertheless, no theoretical works related to the performance
and security issues in onion-based anonymous routing have
been addressed.

VII. CONCLUSION

In this paper, we first design an abstract onion-based
anonymous routing protocol and then extend the existing
protocol with group onions into multi-copy forwarding. The
main contributions of this paper are performance and security
analyses of onion-based anonymous routing for DTNs. The
delivery rate is mathematically modeled by incorporating the
consideration of anycast-like message forwarding by group
onions. The traceable rate of an anonymous routing path is
analyzed by reducing the problem to computing the run length
of the bit string that represents a routing path. In addition, the
path anonymity, which is an application-dependent entropy-
based metric, is defined and formulated. Furthermore, we
demonstrate that the numerical and simulation results are very
close to each other, or share the same trend. Finally, the pro-
posed analyses present close approximation to the simulation
results with one of the well-known real traces, CRAWDAD
dataset cambridge/haggle, as long as enough contact events
are fed and the graph representation of a trace is dense. We
believe that our theoretical work supports the fundamental
understanding of the performance and security issues related
to onion-based anonymous routing for DTNs.
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