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1.1 Motivation

Data 

Application Devices

Devices generate 
a lot of data

Short Response 
Time Cloud: abundant 

resources

Edge: limited 
resources

Service:
Delay sensitive; 
large amount of data

Cloud:
Advantage: sufficient resources
Defect: long response time 

Edge:
Advantage: short response time
Defect: limited resources

How to minimum the average response time of services?
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1.2 Related work

1. Part of the service placement strategy is investigated in the homogeneous 
environment (the edge node and service performance are certain);

2.  Some studies do not consider the limitation of node resources;

3.  Most of research do not consider the uneven distribution of service load.
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1.3  Contribution 

Heterogeneity:
The node resource;
The demand of service resource;
The service load distribution.
The communication conditions between 

cloud and edge node;

a priority placement (2P) algorithm

service2

user

Rq2

service3 Rq3

BS

Edge Node

𝑁𝑁0. cloud 

𝑛𝑛1. 𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑛𝑛𝑙𝑙 𝑟𝑟𝑟𝑟𝑙𝑙𝑙𝑙𝑟𝑟𝑛𝑛 

𝑛𝑛2. 𝑟𝑟𝑜𝑜𝑜𝑜𝑙𝑙𝑜𝑜𝑟𝑟 𝑟𝑟𝑟𝑟𝑙𝑙𝑙𝑙𝑟𝑟𝑛𝑛 

𝑛𝑛3. 𝑏𝑏𝑏𝑏𝑏𝑏𝑙𝑙𝑛𝑛𝑟𝑟𝑏𝑏𝑏𝑏 𝑟𝑟𝑟𝑟𝑙𝑙𝑙𝑙𝑟𝑟𝑛𝑛 

service1
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Load distribution：Φ𝑙𝑙,𝑛𝑛

Schedule delay：𝑇𝑇𝑚𝑚,𝑛𝑛
𝑙𝑙

Placement strategy X：

x𝑙𝑙,𝑛𝑛 = {1，𝑏𝑏𝑟𝑟𝑟𝑟𝑙𝑙𝑙𝑙𝑜𝑜𝑟𝑟 𝑙𝑙 𝑝𝑝𝑙𝑙𝑝𝑝𝑜𝑜𝑟𝑟𝑝𝑝 𝑟𝑟𝑛𝑛 𝑡𝑡𝑡𝑟𝑟 𝑛𝑛𝑟𝑟𝑝𝑝𝑟𝑟 𝑛𝑛
0， 𝑟𝑟𝑡𝑡𝑡𝑟𝑟𝑟𝑟𝑜𝑜𝑙𝑙𝑏𝑏𝑟𝑟

Response time Y：

𝑦𝑦𝑛𝑛𝑙𝑙 = Θ �
𝑚𝑚=0

𝑁𝑁

𝑥𝑥𝑙𝑙,𝑚𝑚 = 0 � Γ𝑛𝑛 + Θ �
𝑚𝑚=0

𝑁𝑁

𝑥𝑥𝑙𝑙,𝑚𝑚 ≠ 0 � 𝑚𝑚𝑙𝑙𝑛𝑛 𝑇𝑇𝑚𝑚,𝑛𝑛
𝑙𝑙 |𝑥𝑥𝑙𝑙,𝑚𝑚 = 1

2.1 Formulation
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𝑚𝑚𝑙𝑙𝑛𝑛�
𝑙𝑙=0

𝑆𝑆

�
𝑛𝑛=0

𝑁𝑁

𝑦𝑦𝑙𝑙,𝑛𝑛

𝑏𝑏. 𝑡𝑡. �
𝑙𝑙=0

𝑆𝑆

𝑥𝑥𝑙𝑙,𝑚𝑚 � 𝑟𝑟𝑙𝑙 ≤ 𝑅𝑅𝑚𝑚 ∀𝑚𝑚 ∈ 𝑁𝑁

𝑥𝑥𝑙𝑙,𝑚𝑚 ∈ 0,1 ∀𝑙𝑙 ∈ 𝑆𝑆,∀𝑚𝑚 ∈ 𝑁𝑁

Theorem:  
The service placement in a heterogeneous MEC system is NP-hard problem.

2.2 Aim
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3.1 Idea

More loaded nodes with higher 
values

Uneven load 
distribution 

prioritize the high-
value nodes

the high-value nodes' 
resources are tight

can not meet all requests
Prioritize services 
according performance

Reason1:

Reason2:

Why we propose 2P algorithm to minimize the response time?
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Node value (priority)

Service placement 
strategy

Response time

Total delay time

？

？
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3.2 Priority
1.Average delay time：

𝑄𝑄𝑚𝑚𝑙𝑙 =
∑𝑛𝑛=0

|𝑁𝑁| 𝑇𝑇𝑚𝑚,𝑛𝑛
𝑙𝑙 � Φ𝑙𝑙,𝑛𝑛

∑𝑛𝑛=0
|𝑁𝑁| Φ𝑙𝑙,𝑛𝑛

2.The ideal node set：

𝐺𝐺𝑙𝑙,𝑘𝑘 = 𝑛𝑛𝑝𝑝1 ,⋯𝑛𝑛𝑝𝑝𝑖𝑖 ⋯ |𝑄𝑄𝑛𝑛𝑝𝑝1
𝑙𝑙 ≤ ⋯ ≤ 𝑄𝑄𝑛𝑛𝑝𝑝𝑖𝑖

𝑙𝑙 ≤ ⋯ ,𝑛𝑛𝑝𝑝𝑖𝑖 ∈ 𝑁𝑁

3.The initial service candidates set：

𝐿𝐿𝑛𝑛 = 𝑙𝑙𝑝𝑝1 ,⋯𝑙𝑙𝑝𝑝𝑖𝑖 ⋯ |𝐺𝐺𝑙𝑙𝑝𝑝𝑖𝑖 ,1 = 𝑛𝑛, 𝑙𝑙𝑝𝑝𝑖𝑖 ∈ 𝑆𝑆

The node priority： 𝑳𝑳𝒏𝒏
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3.3 strategy

Service priority：

Ω𝑙𝑙,𝑒𝑒 =
∆𝑄𝑄𝑙𝑙 + 𝑘𝑘1 � ∑𝑛𝑛=0

|𝑁𝑁| Φ𝑙𝑙,𝑛𝑛

𝑄𝑄𝑒𝑒𝑙𝑙 + 𝑘𝑘2 � 𝑃𝑃𝑙𝑙
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Greedy algorithm：
place the service with the shortest latency on each node.

Non-loaded algorithm：

average delay：𝑄𝑄𝑒𝑒′𝑙𝑙 = ∑𝑛𝑛=0
|𝑁𝑁| 𝑇𝑇e,𝑛𝑛

𝑙𝑙

|𝑁𝑁|
，service priority：Ω𝑙𝑙,e′ = ∆𝑄𝑄𝑙𝑙

𝑄𝑄𝑒𝑒𝑙𝑙+𝑘𝑘�𝑃𝑃𝑙𝑙

Unitary priority placement（u2p）algorithm：
Ω𝑙𝑙,e′′ = 𝑄𝑄e𝑙𝑙

4.1 Comparison
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4.2 Results

Test1:Change the resource of nodes 𝑅𝑅𝑛𝑛, where 𝜃𝜃 = 2 and 𝑁𝑁 = 9
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4.2 Results

Test2:Change the number of nodes N, where 𝜃𝜃 = 2 and 𝑅𝑅𝑛𝑛 ∈ [50,100]
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4.2 Results

Test3:Change the upper limit of service replicas 𝜃𝜃, where N = 12 and 𝑅𝑅𝑛𝑛 ∈ [50,100]
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5. Conclusion

（1）Defined the priority of the nodes and services according to their 
contribution；

（2）Propose a priority placement (2P) algorithm；

（3）Conduct simulations and the results show that the 2P algorithm has 
better performance.
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Thank you for listening!
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