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Abstract—In dynamic spectrum access (DSA), secondary users (SU) should only be allowed to access a licensed band belonging to incumbent users (IU) when the quality-of-service (QoS) requirements of both IUs and SUs can be satisfied at the same time. However, IU's location and its received interference strength are considered sensitive in many DSA systems which should not be revealed, making it very challenging to optimize the network utility subjected to satisfying the operation and security requirements of SUs and IUs. In this paper, we develop a secure and distributed SU transmit power control algorithm to solve this challenge. Our algorithm achieves optimal SU power control to maximize the sum of SU rates. The SINR-guaranteed coexistence between SUs and IUs are enabled to maintain effective communication, while no information is directly required from IUs. Local measurements of IU signals provided by Environmental sensing capability (ESC) also undergo a security masking process to ensure that IU location cannot be derived from its outputs. Convergence and stability properties of our algorithm and its privacy-protection strength are both theoretically analyzed and experimentally evaluated through simulations.

Index Terms—DSA, distributed power control, network utility optimization.

I. INTRODUCTION

Dynamic Spectrum Access (DSA) has been proposed as a promising solution to mitigate the spectrum scarcity problem caused by the rapid growth in the demand for wireless communication. The key form of the DSA recommended by NTIA [1] and FCC [2] is to share the licensed bands belonging to government incumbents with commercial wireless devices. DSA systems deployed in 3.5 GHz band is one of the eminent DSA architectures. This architecture is composed of a spectrum access system (SAS) and an ESC system [3]. ESC system is a distributed network of sensors built to detect the IU's presence in 3.5 GHz band and inform SAS with its received signal strength (RSS) of IU signals. SAS is responsible for granting and coordinating SUs' access to the spectrum based on the reported activities of both IUs and SUs. Specifically, SUs are not allowed to access the licensed channel unless it can be concluded from ESC-provided IU sensing results that no harmful interference to the IUs will be triggered by SUs' transmission. Power control for secondary networks, thus, can be a feasible way to ensure an SU can obtain such transmission permission to coexist with IUs. In this paper, we mainly focus on the uplink SU power control in 3.5 GHz DSA systems aiming at maximizing secondary network utility.

One crucial challenge of designing optimal power control schemes for the above DSA system is that some IU information (e.g., IU location information) required in making an optimal power allocation is sensitive and cannot be revealed to any other user. Essentially, when making an optimal power assignments, all SUs need to be jointly coordinated to optimize the network utility, which traditionally requires a centralized controller with global knowledge of the entire network. However, centralized optimal power allocation is not feasible considering IU privacy protection and the inevitably heavy computational overheads on the controller. A practical scheme, thus, has to be decentralized without requiring any sensitive information exchange between users.

Several existing works attempt to partially address the optimal SU power control problem, and we will discuss them in three categories: centralized optimization algorithms, distributed algorithms for SUs only and distributed algorithms for all tiers of users. Centralized optimization algorithms, such as those proposed in [4], [5], lack scalability when the number of SUs in the system is large because the central controller has to coordinate all SUs and becomes the bottleneck. In addition, the central controller needs to know sensitive IU operation data, violating IU’s privacy protection demand. Distributed SU power control strategies, such as [6], [7], solves the scalability issues, but is even worse in IU privacy protection since they have to distribute sensitive IU location and interference level information to all SUs. Distributed power control algorithms for all tiers of users, such as [8], [9], do not share the IU’s information with SUs, but they assume that all users (including both SUs and IUs) will participate in the power adaptation procedure simultaneously. Such assumption is also not feasible in 3.5 GHz DSA since IU operations in this band are independent to SU operations and classified.

To fill in the void of existing works, in this paper, we formulate the uplink power control problem in DSA scenarios as a utility maximization problem, which is then solved using a proposed distributed and secure algorithm. The key idea of the algorithm is that each SU can distributively adapt its transmit power to maximize the sum of throughput while satisfying the IU’s interference requirements and preserving the IU’s location privacy. We theoretically prove the uplink power control algorithm’s convergence at the maximum of network utility, and also show that both IU’s interference constraint and SU’s power limit and SINR requirement are satisfied at the optimal stable point whenever the formulated problem is feasible. When the optimization problem is infeasible, our algorithm can still converge to a sub-optimal point where all requirements are satisfied except some SU’s SINR constraints. In this case, SINR of SUs is sacrificed due to IU’s interference protection or SU’s power limit. This is reasonable because
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in DSA, FCC regulation demands that IU’s performance has to be guaranteed and SU’s maximum power limit cannot be exceeded. Furthermore, no exchange of sensitive IU operation information is required in the algorithms. Instead of directly sharing the raw IU signal strength sensed by ESC, we proposed a geometry-based model so that the algorithm only requires some ESC processed values related to IU signal strength. Our algorithm ensures that accurate operation information of IU cannot be derived from the masked information exchanged in this system.

The remainder of this paper is organized as follows. Section II reviews the related works. Section III introduces the system model and formulates the uplink power control problem in the DSA system. Section IV provides a brief introduction on D.C. programming as a preliminary to our algorithm. Section V describes how each SU uses our algorithm to distributively adjust its transmit power, and the convergence and stability properties of the uplink algorithm are demonstrated in Section VI. Section VII further shows how IU’s interference requirement is statistically guaranteed based on geometry modeling. Section VIII analyzes that even when the ESC-supplied information is leaked, it is still difficult for adversaries to infer the true IU location. Evaluations are provided in Section IX. Finally, Section X concludes this paper.

II. RELATED WORK

A. Transmit power control for SUs

In [10], [11], several global optimization algorithms are proposed to achieve the optimal network utility. These algorithms either offer some theoretical and mathematical solutions such as convex relaxation and branch-and-bound methods to the target optimization problem, or provide some centralized strategies with a central controller to manage the transmit power of all SUs within its coverage. The theoretical solutions provide no indication on the implementation, and the centralized algorithms have to deal with the heavy communication cost as the number of SU increases. Also, SU and IU privacy is a concern in centralized power control because the central controller need to know the location information and operation states of SUs and IUs.

Second group of approaches [6], [7] focus on distributed SU power control strategies, where SUs distributively adapt the transmit power based on some optimal formulation with target objective and constraints. Only locally observable measurements and received information are used. However, these schemes provide no privacy protection on IU’s information. Many of them assumed that IU’s location is known to all SUs and hence each SU can locally measure the channel gain between IU and itself. Some even need to put a genie near an IU to obtain the interference level at the IU’s location. Thus, these algorithms will not be compatible with the strict IU operation privacy protection requirement in 3.5 GHz DSA system. Algorithms in [8], [9] distributively adjust the transmit power of different tiers of users simultaneously to achieve maximum utility. They developed the cognitive radio network duality which decouples the transmit power, SINR assignment and the interference threshold allocation. IU’s location information is assumed unknown to SU in their algorithms. However, the assumption that IUs will coordinate with SUs to adapt their transmit powers is also not feasible in 3.5 GHz DSA since IU operations in this band should be independent to SU operations.

All of the above schemes require IUs to either reveal their private information or actively join the power adaptation in secondary networks to ensure their received interference will not exceed an allowable threshold. In this paper, we successfully avoid the above problems and provide a privacy-protecting distributed power control algorithm for SUs. In our designs, ESC does not provide any information directly related to an IU’s location to SAS, so that no high-overhead encryption is needed to ensure IU privacy in the SU power allocation process. In Section VIII, we formally demonstrate that under our design, it is difficult for an adversary (e.g., malicious SAS or SUs) to accurately infer the IU’s location using ESC-provided information.

B. Location privacy protection for IUs

IU location privacy protection in DSA has attracted much attention recently. These schemes can be mainly divided into three categories. The first category [12], [13] protects IU’s operational information using anonymity, clustering or perturbation based methods. In second category [3], [14], IU’s location information is concealed by adding noise, distortion or other blind factor on its inputs to SAS. Works in the third category [15], [16] recruit homomorphic encryption based techniques where IUs’ inputs are encrypted before being sent to SAS. However, all these approached assume IU’s participation in spectrum sharing process and require modification of IU designs, hence cannot be applied off-the-shelf to many DSA systems. Another work [17] do not demand IU’s participation in spectrum sharing process. It encrypts the ESC’s input to SAS with a proxy re-encryption scheme, which requires a central trusted Key Issuer for keys distribution to SUs and ESCs. How an IU can trust such a Key Issuer remains unclear. Furthermore, the heavy encryption schemes lead to high communication overhead, where the cost of communication is in the magnitude of hundreds of MB and the handling time per SU operation permission reaches thousands of seconds. Hence, these existing schemes for IU location privacy protection cannot be directly applied to solve the problem of secure uplink transmit power control in DSA.

III. PROBLEM FORMULATION

The system model considered in the paper is illustrated in Figure 1. Specifically, we assume that $m_{1}$ IUs, $m_{2}$ ESC sensors, and $n$ pairs of SUs and BSs are distributed in an area. Both the IUs and SUs can be mobile. In uplink, all SUs transmit on the same frequency band. We assume an SU $i$ $(i \in [1, n])$ only transmits towards a BS $i$. Note that a BS that receives messages from multiple SUs can be modeled as multiple co-located BSs, each communicating with one SU.

One typical objective of an uplink power control problem is to find the optimal power allocation that maximizes the sum of individual rates in uplink. To formulate the problem, denote...
the transmit power of SU $i$ as $P_i$. The path attenuation from SU $i$ to BS $j$ is denoted by $g_{ij}$. The SINR of SU $i$ received at BS $i$, thus, can be expressed by $SINR_i = \frac{P_i g_{ii}}{\sum_{j \neq i} P_j g_{ji} + \varphi_i}$, where $P_i g_{ii}$ denotes the SU $i$'s signal strength detected at BS $i$, $\sum_{j \neq i} P_j g_{ji}$ denotes the BS $i$'s received interference from all other SU $j$s ($j \neq i$), and $\varphi_i$ denotes the environmental noise between SU $i$ and BS $i$ including the additive receiver noise.

Since the QoS requirements of IU and SUs need to be satisfied, the uplink power control problem can be formulated as:

$$\max_{\mathbf{P}} \sum_{i=1}^{n} \log_2 \left( \frac{P_i g_{ii}}{\sum_{j \neq i} P_j g_{ji} + \varphi_i} + 1 \right)$$

s.t. \hspace{1em} $\sum_{j \neq i} P_j g_{ji} + \varphi_i \geq \tau, i \in [1, n]$ \hspace{1em} (1a)

$Pr(\sum_{i} g_{ij} P_i \leq T) \geq \Lambda$ \hspace{1em} (1b)

$0 \leq P_i \leq P_{\text{max}}, i \in [1, n]$ \hspace{1em} (1c)

The objective is to maximize the sum of SU rates. $\tau$ denotes the minimum required SINR level for SU to maintain effective communications as shown by constraint (1a). Note that the constraints in (1a) are actually the linear constraints. Constraint (1b) shows the IU’s interference requirement. $g_{ii}$ represents the signal attenuation from SU $i$ to the IU, and $T$ denotes the IU’s interference tolerance threshold. Constraint (1b) in essence states that the probability that the aggregated SU interference received at IU is no larger than the IU’s interference requirement $T$ must be no smaller than an acceptable threshold $\Lambda$. Constraint (1c) shows that SUs’ transmit power $P_i$ is not allowed to exceed its maximum $P_{\text{max}}$.

Though the constraints in problem (1) are straightforward, it is hard to guarantee them directly. Due to IU’s location privacy protection, $g_{ii}$ in problem (1) should not be revealed to any SU/BS/ESC. Thus, neither the direct measurement nor the theoretical estimate of interference suffered by IU is feasible. In addition, an IU in 3.5GHz band usually does not have real-time communications with any SU/BS/ESC. Thus, it is also impossible to expect IU to inform SU about its local interference level.

Our solution is to translate the constraints on IU’s received interference to the restrictions on ESC’s received interference, which can then be directly measured or theoretically estimated by ESC since ESCs’ location information can be found publicly according to FCC regulation in 3.5GHz [18]. Specifically, we propose that once an ESC $e$ has detected the existence of IU, it uses the sensing results of IU to derive its local requirement on the maximum allowable SU interference, denoted as $T_e$. The computation of $T_e$ demonstrates that the aggregated SU signals at IU is likely to be constrained below $T$ if every ESC’s received interference from SUs does not exceed $T_e$ (See Section VII for details). Thus, the formulation in (1) is converted into (2):

$$\max_{\mathbf{P}} \sum_{i=1}^{n} \log_2 \left( \frac{P_i g_{ii}}{\sum_{j \neq i} P_j g_{ji} + \varphi_i} + 1 \right)$$

s.t. \hspace{1em} (1a), (1c)

$$\sum_{i} P_i g_{ie} \leq T_e, e \in [1, m]$$ \hspace{1em} (2b)

where $g_{ie}$ is the signal attenuation from SU $i$ to ESC $e$. It can be seen that direct IU location information is not required for SU utility maximization in this formulation (2).

Denote the SU power assignments that solve the optimization problem in formulation (2) as a solution set $S := \{\mathbf{P} | \mathbf{P} \text{ solves (2)}\}$, where $\mathbf{P}$ is a column vector and $\mathbf{P} = \{P_i, i \in [1, n]\}$. In the following sections, we will present our distributed uplink power control algorithm and analyze the convergence and stability of our algorithm. When the solution set $S$ exists, meaning that all three constraints can be satisfied together, our algorithm successfully converges at the optimal stable point in $S$. When a solution to (2) does not exist (a.k.a. $S = \emptyset$), meaning that a power setting satisfying all three constraints in (2) does not exist, our algorithm will converge to a sub-optimal point that guarantees IU’s QoS requirement $T$ and SU’s upper power limit constraint (1c), while SUs’ SINR constraints (1a) may be violated. We believe this to be a desirable feature of our algorithm because in DSA system, guarantee of IU’s QoS is generally a strict requirement, while degrading SU communication quality is often acceptable when the system becomes too crowded with SUs.

IV. D.C. PROGRAMMING

The uplink power control problem in (2) has a non-convex objective, and thus can be hard to solve. Fortunately, D.C. programming is extensively developed to cover almost all non-convex global optimization problems. Among the general D.C. approaches, DCA is a robust and efficient method to solve large-scale DC programs [10]. Based on DC programming, rewrite (2) as:

$$\max_{\mathbf{P}} h_1(\mathbf{P}) - h_2(\mathbf{P}) \text{ s.t. } (1a), (1c), (2b)$$

$$h_1(\mathbf{P}) = \sum_{i=1}^{n} \log_2 \left( \sum_{j \neq i} P_j g_{ji} + \varphi_i \right) \text{ and } h_2(\mathbf{P}) = \sum_{i=1}^{n} \log_2 \left( \sum_{j \neq i} P_j g_{ji} + \varphi_i \right) \text{ are both concave.}$$

As presented in [10], DCA iteratively locates the global optimal solution of (3) by generating a sequence $\{\mathbf{P}^t, t = 0, 1, 2, ...\}$ of improved feasible solutions. Specifically, initialized from a feasible starting point $\mathbf{P}^{(0)}$, $\mathbf{P}^{(t+1)}$ is computed...
as the optimal solution to the $t$-th convex sub-problem, which is formulated as:

$$\max_P h_1(P) - h_2(P^{(t)}) - \nabla h_2(P^{(t)})^T (P - \bar{P}^{(t)})$$

s.t. (1a), (1c), (2b)

where $\nabla h_2(\bar{P}^{(t)})$ is the gradient of $h_2(\bar{P}^{(t)})$ at each $\bar{P}^{(t)}$, as expressed as:

$$\nabla h_2(\bar{P}^{(t)}) = \frac{1}{\ln 2} \sum_{j \neq i} g_{ij} k_j + \varphi_j$$

Since (4) is convex, whenever the global optimal solution $P^{(t+1)}$ to (4) exists, it must be unique.

Also, it has been proved in [10] that the sequence $\{\bar{P}^{(t)}\}$ of improved solutions always converges in finite iterations. The iterative process can be terminated at $|\bar{P}^{(t)} - \bar{P}^{(t-1)}| \leq \epsilon_0$ or $|\sum_i \bar{P}^{(t)} g_{ij} - \sum_i \bar{P}^{(t-1)} g_{ij}| \leq \epsilon_0$, where $\epsilon_0 > 0$ is some threshold. Note that DCA is designed only based on its local characteristics, it cannot theoretically guarantee the globality of converged solutions for general DC programs. However, in practice, DCA converges quite often to a global solution, and is proved to be more robust and more efficient than related standard methods [19], [20]. In Section IX, we compare the performance of DCA and a global optimizer, which shows that DCA indeed performs better in our case.

Essentially, the procedure of DCA can be regarded as a nested loop. The inner loops are responsible for computing each $\bar{P}^{(t)}$ as the solution to every ($t-1$)-th convex sub-problem (4) to form the sequence of improved solutions $\{\bar{P}^{(t)}\}$, so that the outer loop (envelope) can approach the original solution to the original non-convex problem (3) (i.e., problem (2)) based on the sequence $\{\bar{P}^{(t)}\}$ to $t = 0, 1, 2, ...$. DCA provides a theoretical idea to find the global optimum of D.C. problems efficiently. However, it cannot be directly applied to the scenario of uplink power control in 3.5 GHz DSA systems, because it does not have any indication on a practical way to solve the sub-problems (4) in such a scenario. In our proposed SU transmit power control algorithm, presented in the following sections, we adopt the general idea of DCA and demonstrate that our algorithm can solve the sub-problem (4) in a practical and distributed manner repeatedly to generate the sequence of improved solutions, and thus the optimal solution to original problem (2) can be approached iteratively and distributively.

V. OUR DISTRIBUTED UPLINK POWER CONTROL ALGORITHM

In this section, we present our distributed uplink power control algorithm. The key idea of the algorithm is that each SU adjusts its transmit power in a distributed way to maximize the total throughput as well as to meet its SINR requirement and IU’s interference requirement, without using or leaking the sensitive IU location information. In the algorithm, SUs only require some IU-insensitive information from BSs and do not need to communicate with other SUs. To achieve this, we adopt the general concept of DCA in our algorithm design.

As discussed, the procedure of DCA is a nested loop. Thus, our algorithm also contains an outer loop and several inner loops. Similar to DCA, our algorithm will generate the sequence of improved solutions $\{\bar{P}^{(t)}\}$ which construct the envelope, and each element $\bar{P}^{(t)}$ inside the sequence is essentially the converged SU transmit power of each $(t-1)$-th inner loop and is also the initial transmit power of $t$-th inner loop. In our algorithm, the solution $\bar{P}^{(t)}$ to every convex sub-problem (4) will be distributively computed, and hence the optimal power allocation of original problem $P^{(t)}$ (2) can also be gradually approached in a distributed way. The algorithm can be divided into four parts: the ESC update algorithm, the SAS update algorithm, the BS update algorithm, and the SU update algorithm. The procedure of our algorithm is presented in Table I, and the details of each part and each parameter will be described in the following.

### Table I

<table>
<thead>
<tr>
<th>Our distributed uplink power control algorithm:</th>
</tr>
</thead>
<tbody>
<tr>
<td>For each iteration $t$ in outer loop do</td>
</tr>
<tr>
<td>Each BS $j (j \in [1, n])$: a) compute $\Gamma_j^{(t)}$; b) broadcast $\Gamma_j^{(t)}$ to SUs</td>
</tr>
<tr>
<td>For each iteration $k$ in inner loop do</td>
</tr>
<tr>
<td>Each ESC $e (e \in [1, m_2])$: a) compute $\Delta_e$ based on (6); b) forward $\Delta_e$ to SAS</td>
</tr>
<tr>
<td>SAS: a) compute $\Delta_e$ based on SAS update algorithm; b) forward $\Delta_e$ to BSs</td>
</tr>
<tr>
<td>Each BS $j (j \in [1, n])$: a) for every associated SU $i$, compute $f_{ij}$, and $\lambda_i$ based on (7)-(10); b) broadcast $\Delta_e$, $\Delta_e$, and $f_{ij}$ for all $i$ to SUs</td>
</tr>
<tr>
<td>Each SU $i (i \in [1, n])$: a) update transmit power $P_i$ based on (11)</td>
</tr>
</tbody>
</table>

**ESC update algorithm:** As in Table I, each ESC $e$ measures its local aggregated SU interference, denoted as $C_e$, and then updates SAS in every iteration inside each inner loop with

$$\Delta_e = (\eta_1 T_e - C_e) \eta_2,$$

Here, $\eta_1$ and $\eta_2$ are two random numbers in the range of $[0, 1]$. Both $\eta_1$ and $\eta_2$ take different values for each $\Delta_e$ computation to increase the variations in the value of $\Delta_e$ to ensure privacy-protection of IU. The detailed analysis for IU location protection can be found in Section VIII. $T_e$ is the maximum allowable interference at ESC $e$. ESC $e$ generates $T_e$ based on its local RSS of IU and the IU’s maximum acceptable interference level $T$ posted by the IU. In Section VII, we will discuss the details of $T_e$ generation.

In the ESC update algorithm, we assumes ESC to be able to differentiate IU signals from SU signals based on the dissimilarities in their signal characteristics (e.g., modulation schemes). Such signal classification can be realized through many existing approaches [21]–[23]. Most of current and proposed ESC design proposals already have this capability.

**SAS update algorithm:** SAS calculates the minimum value of ESC-supplied $\Delta_e$, denoted by $\Delta_e$, which is computed by $\Delta_e = \min(\Delta_e, e \in [1, m_2])$, and then forwards $\Delta_e$ to all BSs in every iteration within each inner loop.
BS update algorithm: As in Table I, at every t-th point of the outer loop, BS $j$ broadcasts a parameter $\Gamma_j^{(t)}$ which is the sum of its received SU interference and environmental noise level. While in each iteration of the inner loops, BS $j$ broadcasts a set of parameters including $\Delta$, $f_i'\lambda_i^2$ and $\Omega_j$ for each associated SU $i$. We will explain the details of each parameter in the following.

In the inner loops, the BS’s parameter $f_i'$ for its associated SU $i$ is computed as follows:

$$f_i' := f' (\tau - \text{SINR}_i) = \begin{cases} 1, & \text{SINR}_i < \tau \\ 0, & \text{SINR}_i > \tau \end{cases}$$

(7)

where $f(z) := \max (0, z)$. (8)

In addition, for each associated SU $i$, $\lambda_i$ is a non-zero positive time dependent variable that is updated by the following differential equation:

$$\dot{\lambda}_i = \frac{d \lambda_i}{dt} = \beta_i f (\tau - \text{SINR}_i) 2 \lambda_i.$$  (9)

where $\beta_i$ is a positive number. $\beta_i$ is designed to always guarantee $\lambda_i \leq \lambda_{\max}$, where $\lambda_{\max}$ is a very large number. $\beta_i$ is updated by ensuring:

$$\lambda_i + \dot{\lambda}_i = \lambda_i + \beta_i f (\tau - \text{SINR}_i) 2 \lambda_i \leq \lambda_{\max} \quad \Rightarrow \quad 0 < \beta_i \leq \frac{\lambda_{\max} - \lambda_i}{2 \lambda_i f(\tau - \text{SINR}_i)}.$$  (10)

Note that the initial $\lambda_i(0)$ must be positive and satisfy $\lambda_i(0) < \lambda_{\max}$ to ensure $\lambda_i$ and $\beta_i$ to be non-negative. And it is easy to achieve because $\lambda_i(0)$ can be determined by BS itself.

In the inner loops, BS $j$ also computes its received signal and noise strength, denoted as $\Omega_j$, which is the sum of its received signal level and environmental noise level. BS $j$ then broadcasts $\Omega_j$ in every iteration of every inner loop.

Thus, each BS $j$ broadcasts the parameter $\Gamma_j^{(t)}$ at the each t-th point of the outer loop, and it also broadcasts the global parameters $\Delta$, $\Omega_j$, $f_i'\lambda_i^2$ for $i \in [1, n]$ to its associated SUs in every iteration within each inner loop. The update frequency and information exchange rate between BS $j$ and its associated SUs is evaluated in Section IX.

The SU update algorithm: SU $i$ adapts its transmit power $P_i$ in every iteration inside each inner loop by:

$$P_i(t) = \alpha_i \chi_i,$$  (11)

$$\chi_i = \left[ \sum_k \frac{g_{ik}}{\Omega_k} - \sum_{k \neq i} \frac{g_{ik}}{\Gamma_j^{(t)}} - f_i' \lambda_i^2 g_{ii} + \sum_{k \neq i} f_k \lambda_k^2 \tau g_{ik} \right] P_i,$$  (12)

$$\alpha_i \leq \Delta \left[ \frac{1}{n \chi_i g_{ie}} \right].$$  (13)

In the above algorithm, $\Delta$, $\Omega_j$, $f_i' \lambda_i^2$ ($i, j \in [1, n]$) are broadcasted by BSs at every iteration of each inner loop, while $\Gamma_j^{(t)}$ is broadcasted by BSs at each outer loop iteration and remains the same during the entire inner loop. Channel gain $g_{ik}$ from SU $i$ to BS $k$ can be measured by SU $i$ using downlink reference (e.g. beacon signal). For example, in time-division duplex (TDD) systems, BSs will broadcast beacon signals at a fixed reference power once or twice within each frame. Due to channel reciprocity in TDD systems, SUs can measure its uplink channel gain to various BSs based on these downlink reference signals [24], [25]. SU $i$ can estimate its channel gain $g_{ie}$ to each ESC $e$ using radio propagation model based on the ESC’s location, which is public information. $\alpha_i$ is a locally computed step size based on a step size control function described in Section VI-C. The step size value depends on both locally observable and measurable parameters $g_{ie}$ and $\chi_i$, and a global scalar parameter $\Delta$ from BS’s broadcasts.

In our algorithm, only locally observable and measurable information and some insensitive aggregated information broadcasted by BSs are required for each SU to update its transmit power distributively. The broadcasted information from BSs reveals no IU location or IU interference levels. Also, accurate IU location or interference level can not be derived using the information transmitted from ESC to BS. The computation in BS side is not difficult and requires no privacy sensitive information from IU. In Section VI, we prove that our system will asymptotically converge into an optimal stable point in the set $\bar{S}$ whenever $S$ is nonempty. Then, we will demonstrate how the system stabilizes when $\bar{S}$ is empty.

VI. CONVERGENCE AND STABILITY OF OUR UPLINK POWER CONTROL ALGORITHM

In this section, we prove the convergence of our uplink power control algorithm. Note that theoretically, the aggregated SU interference at ESC $e$ can be expressed as $C_e = \sum S P_i g_{ie}$, the total received signal and noise strength $\Omega_j$ at BS $j$ can be written as $\Omega_j = \sum_k P_k g_{kj} + \phi_j$, and the received SU interference and noise level $\Gamma_j^{(t)}$ at BS $j$ is expressed as $\Gamma_j^{(t)} = \sum_{k \neq j} P_k g_{kj} + \phi_j$. The value of $\Gamma_j^{(t)}$ will not change during inner loop iterations.

Combining this with (9) and (11), power update algorithm at SU $i$ can be re-expressed as:

$$\dot{P}_i = \alpha_i \left[ \frac{\chi_i}{\Omega_j} - f_i' \lambda_i^2 g_{ii} + \sum_{k \neq i} f_k \lambda_k^2 \tau g_{ik} \right] P_i,$$  (14)

$$\dot{\chi}_i = \left[ \sum_k \frac{g_{ik}}{\Omega_k} - \sum_{k \neq i} \frac{g_{ik}}{\Gamma_j^{(t)}} - f_i' \lambda_i^2 g_{ii} + \sum_{k \neq i} f_k \lambda_k^2 \tau g_{ik} \right] P_i,$$  (15)

$$\dot{\chi}_i = \beta_i \left[ - \left( P_i g_{ii} - \tau \left( \sum_{k \neq i} P_k g_{ki} + \phi_i \right) \right) \right] 2 \lambda_i.$$  (16)

Since $f(z)$ in (7) is not differentiable at $z = 0$, we only consider the convergence of the algorithm in the domain where $\Gamma_j^{(t)} > \tau \left( \sum_{k \neq j} P_k g_{kj} + \phi_j \right)$, $i \in [1, n]$ to ensure the existence of $f_i'$ over $[0, \max]$. Essentially, in this section, we will examine the system’s convergence to an uplink transmit power allocation set $\bar{S}$ that is defined as $\bar{S} = \{ P | P \text{ solves (17)} \}$:

$$\max_{P} \sum_{i=1}^{n} \log_2 \left( \frac{P_i g_{ii}}{\sum_{k \neq i} P_k g_{ki} + \phi_i + 1} \right) \quad \text{s.t.} \quad \sum_{k \neq i} P_k g_{ki} + \phi_i > \tau, i \in [1, n]$$  (17a)

$$\left( \text{1c}, \text{2b} \right)$$
Comparing $\bar{S}$ to the solution set $S$ to problem (2), we have $\bar{S} \subset S$. Thus, once the system converges into $\bar{S}$, it also converges into $S$ and solve problem (2). We will prove that whenever $\bar{S}$ is nonempty, our algorithm will stabilize at it and hence maximizes the sum of SU rates in uplink as well as satisfies both IU and SU's requirements. Even when an optimal solution does not exist (i.e. $\bar{S} = \emptyset$, all three constraints cannot be guaranteed together), the system will asymptotically converge to a sub-optimal stable point which always satisfies SU’s maximum power constraint (1c) and the ESC’s interference constraint (2b).

As mentioned, our algorithm should converge to an optimal solution $\mathbf{P}^{(t+1)}$ of the convex sub-problem (4) during the inner loop inside the $t$-th iteration of the outer loop, such that the improved sequence $\{\mathbf{P}^{(t)}, t = 0, 1, 2, \ldots\}$ is gradually generated, and the optimal power allocation of problem (17) can be asymptotically approached. Note that the constraints of problem (17)’s corresponding convex sub-problem are also (17a), (1c) and (2b). Our proof includes four stages and a special case. We only consider the case where (17) is feasible (i.e., $\bar{S}$ is not empty) in the four stages. Convergence in the special case where $\bar{S} = \emptyset$ is analyzed in Section VI-E.

For $\bar{S} \neq \emptyset$, in stage 1, we first consider a simplified optimization problem by removing SU’s SINR constraint (17a), its upper power limit (1c) and ESC’s interference constraint (2b) in sub-problem (4). Through the relaxed problem, we derive the first condition that an optimal power allocation must satisfy to maximize the objective of (4). In the next stage, constraint (17a) is reconsidered. We prove the system’s convergence at a point satisfying both the optimal condition derived in stage 1 and the constraint (17a). In stage 3, a step size control method is proposed to guarantee ESC’s interference constraint (2b). In stage 4, we show how SU’s maximum power constraint (1c) is guaranteed with a simple stop criterion. Since IU’s interference constraint should be treated with higher priority than SU’s SINR requirement, we prove that by using this algorithm, IU’s requirement is satisfied in any cases even when SU’s and IU's requirements cannot be guaranteed together, the system will asymptotically converge to a sub-optimal stable point which always satisfies SU’s maximum power constraint (1c) and the ESC’s interference constraint (2b).

A. Stage 1: A relaxed problem

To derive the first condition for the optimal solution of convex sub-problem (4), let’s consider a simplified problem by removing SU’s constraints (17a) and (1c) and ESC’s interference constraint (2b). The problem now becomes:

$$\max_{\mathbf{P}} h_1(\mathbf{P}) - h_2(\mathbf{P}) = \sum_{i=1}^{n} \log_2(\sum_{j} P_j g_{ij} + \phi_i),$$

$$h_2(\mathbf{P}) = \sum_{i=1}^{n} \log_2 \left( \frac{\sum_{j} P_j g_{ij} + \phi_i}{\sum_{j} P_j g_{ij}} \right).$$

Since it is a convex problem, the unique optimal solution to (18) is given by:

$$P_j^* = \frac{g_{ij}}{\phi_i} \forall i \in \{1, 2, \ldots, n\}$$

Essentially, the optimal power allocation solution for (17) must satisfy (19), meaning that the equilibrium of our power control algorithm must first satisfy (19).

B. Stage 2: Proof of system convergence at a point satisfying (19) and (17a)

In this subsection, we consider SU’s SINR constraint (17a). We prove that the system will stabilize at a unique point satisfying both the optimal condition (19) and constraint (17a), such that the objective in (4) is maximized and SU’s SINR requirements are guaranteed.

For ease of notation, denote the power setting meeting the optimal condition (19) and SU’s SINR constraint (17a) as a column vector $\bar{Z} := \{\mathbf{P} | \mathbf{P} \text{ satisfies (19) and (17a)}\}$.

**Theorem 1.** Starting from any initial state $0 < P_i(0) < P_{i,\text{max}}$, the system described in (14) to (16) asymptotically converges to an optimal power allocation setting $\bar{Z}$.

**Proof.** The proof includes two steps. At step 1, we prove that the power setting $\bar{Z}$ is a saddle point of our algorithm. At step 2, by constructing a Lyapunov function, we prove that the system is asymptotically stable at $\bar{Z}$.

1. **Step 1:** Denote $\mathbf{P}^* = \{P^*_i, i \in \{1, 2, \ldots, n\}\}$, $\lambda^* = \{\lambda^*_i, i \in \{1, 2, \ldots, n\}\}$ as the saddle point of the system. Setting $\dot{P}_1 = 0$ and $\lambda_i = 0, i \in \{1, 2, \ldots, n\}$, $\mathbf{P}^*$ is defined by:

$$\dot{P}_i = \alpha_i \bar{P}_i - f'_i \lambda^*_i g_{ii} + \sum_{k \neq i} f'_k g_{ik} r_{ik} \mathbf{P}^* = 0$$

$$\dot{\lambda}_i = f'(P^*_i g_{ii} - \tau(\sum_{k \neq i} P^*_k g_{ik} + \phi_i)) |2\lambda_i = 0$$

Since $\lambda_i > 0$, from (20c), it is clear that $f'[-(P^*_i g_{ii} - \tau(\sum_{k \neq i} P^*_k g_{ik} + \phi_i))] = 0$, which, based on $f'$'s definition in (7), means $\sum_{k \neq i} P^*_k g_{ik} + \phi_i > \tau$. Hence, $f'_i = 0, \forall i \in \{1, 2, \ldots, n\}$, and $\dot{P}_1 = 0$ becomes equivalent to $\dot{P}_1 = 0$. Thus, (20a) to (20c) can be converted to:

$$\sum_{j} \frac{g_{ij}}{\phi_i} \frac{P_j g_{ij} + \phi_i}{\sum_{k \neq i} P_j g_{ik} + \phi_i} > \tau, \forall i \in \{1, 2, \ldots, n\}$$

Based on (5) and (19), (21) is equivalent to the definition of $\bar{Z}$. Hence, $\bar{Z}$ equals the saddle point $\mathbf{P}^*$ for the system.

2. **Step 2:** Given the system’s saddle point $\bar{Z}$, now we prove that $\bar{Z}$ is the equilibrium of the system and the system converges at $\bar{Z}$ by constructing a Lyapunov function $K(\lambda, \mathbf{P})$.
Theorem 2. \( K(\lambda, P) \) defined in (22) is a Lyapunov function for the system described by (14) - (16). In addition, \( K = 0 \) if and only if \( P^* = Z \).

Proof: The partial derivative of \( V(\lambda, P) \) in (22) over \( P_i \) is derived as:

\[
\frac{\partial V}{\partial P_i} = \sum_j \sum_k P_k g_{kj} + \varphi_j - \sum_{j \neq i} P_i g_{ij} + \varphi_j = -P_i \tag{23}
\]

Similarly, the partial derivative of \( F(\lambda, P) \) in (22) over \( P_i \) and \( \lambda_i \) are derived as:

\[
\frac{\partial F}{\partial P_i} = -f_i^t \lambda_i^2 g_{ii} + \sum_{k \neq i} f_k^t \lambda_k^2 g_{ik}, \tag{24}
\]

\[
\frac{\partial F}{\partial \lambda_i} = f[\tau \sum_{k \neq i} P_k g_{ki} + \varphi_i] - P_i g_{ii} = 2 \lambda_i - \lambda_i/\beta_i \tag{25}
\]

Then we prove that \( K(\cdot) \) is a Lyapunov function for the system described by (14) - (16). Since we are discussing a maximization problem, the convergence condition is \( K \geq 0 \) and \( K(\cdot) \) is upper bounded, and \( K = 0 \) if and only if \( P^* = Z \).

Firstly, we show that \( K(\cdot) \) is upper bounded. The function \( K(\cdot) \)'s second order partial derivative over \( P_i \) satisfies \( \frac{\partial^2 K}{\partial P_i^2} < 0 \), thus, \( K(\cdot) \) is concave over \( P_i \). From (10) we can see that \( \lambda_i \leq \lambda_{max} \) is always true. Thus, \( K(\cdot) \) is also upper bounded over \( \lambda_i \).

Next, the time derivative of \( K(\cdot) \) is computed by \( \dot{K} = \sum_i \frac{\partial K}{\partial P_i} \dot{P}_i + \sum_i \frac{\partial K}{\partial \lambda_i} \dot{\lambda}_i \). Based on (24), the value of \( \sum_i \frac{\partial K}{\partial P_i} \dot{P}_i \) can be calculated as \( \sum_i \frac{\partial K}{\partial \lambda_i} \dot{\lambda}_i = \sum_i \dot{\lambda}_i/\beta_i > 0 \), and \( \sum_i \frac{\partial K}{\partial \lambda_i} \dot{\lambda}_i = 0 \) if and only if \( \sum_{k \neq i} P_k g_{ki} + \varphi_i > 0 \) and \( \sum_{k \neq i} P_k g_{ki} + \varphi_i > 0 \) for all \( i \in [1, n] \). In this case, \( f_i^t = 0, i \in [1, n] \).

Next step is to compute \( \sum_i \frac{\partial K}{\partial \lambda_i} \dot{\lambda}_i \). Given (14), (15), (23) and (24), \( \sum_i \frac{\partial K}{\partial \lambda_i} \dot{\lambda}_i = \sum_i (\dot{g}_{ii} + \frac{\partial F}{\partial \lambda_i}) \dot{P}_i = \sum_i \frac{1}{\alpha_i} \dot{P}_i^2 > 0 \).

Hence, \( \sum_i \frac{\partial K}{\partial \lambda_i} \dot{\lambda}_i = 0 \) if and only if \( \dot{P}_i = 0 \). Since \( f_i^t = 0 \), \( P^* = Z \). \( K(\cdot) \) is proved to be a Lyapunov function of our system.

The step size control method need to ensure that the ESC’s interference at any iteration to be smaller than its threshold \( T_c \) by enforcing \( \sum_{i \in [1, n]} (P_i + \bar{P}_i) g_{ie} \leq T_c, e \in [1, m_2] \). In this way the requirement \( \sum_i P_i^* g_{ie} \leq T_c \) can be guaranteed.

\[
\sum_i \dot{P}_i g_{ie} = \sum_i \alpha_i \chi_i g_{ie} \leq \sum_i \alpha_i |\chi_i| g_{ie} \leq T_c - C_e \tag{26}
\]

Since \( T_c - C_e \geq \Delta_e \geq \Delta \), (26) must hold if the following inequality \( \sum_i \alpha_i |\chi_i| g_{ie} \leq \Delta \) is satisfied; thus, our algorithm limits \( \alpha_i, \forall i \in [1, n] \) setting by \( \alpha_i \leq \Delta \). Essentially, each SU \( i \) tunes the step size \( \alpha_i \) in each iteration based on the above inequality, which ensures the ESC’s interference requirements will not be exceeded at any time.

D. Stage 4: Stopping criterion

Finally, we handle the maximum power constraint (1c) of SUs. There are cases when the transmit power \( P_i \) of SU \( i \) already reaches \( P_{max} \), while the optimal solution has not been achieved. In this case, SU \( i \) will simply stop increasing its \( P_i \) and keep \( P_i = P_{max} \) unless the algorithm guides it to decrease the transmit power, while other SUs keep on updating their transmit power until the convergence of the system. Now, we have proved that our algorithm will asymptotically converge to the optimal solution \( P^{(t+1)} \) of sub-problem (4) through the inner loop at every \( t \)-th outer loop iteration. Hence, the optimal power allocation of problem (17) can be gradually approached based on the constructed sequence \( \{P^{(t)} \}, t = 0, 1, 2, \ldots \) of improved solutions.

E. Special case: \( \bar{S} = \emptyset \)

There are cases where all three constraints in (17) cannot be guaranteed together (i.e., \( \bar{S} = \emptyset \)). In such a case, our algorithm chooses a rational step size based on Stage 3 to ensure at least IU’s interference requirement is always satisfied. Moreover, the stopping criterion is applied to guarantee that SUs’ transmit power is within the allowable range. Note that in this case, the algorithm sacrifices the SINR of SUs. Thus, the constraint (2a) may be violated. This is reasonable because in DSA, FCC regulation demands that IU’s performance has to be guaranteed and SU’s maximum power limit cannot be exceeded. Therefore, in this special case, some SUs have to fix their transmit power due to ESC’s interference requirement or SU’s transmit power limit unless the algorithm guides them to update the transmit power, while other SUs keep on updating their transmit power until the convergence of the system.

VII. ESC INTERFERENCE REQUIREMENTS

As discussed in Section III, due to the sensitivity in IU’s location privacy, the interference from SUs to an IU cannot be directly measured and thus the uplink problem formulation in (1) cannot be solved directly. Therefore, we estimate the interference from SU to ESC instead and create problem formulation (2). In Section VI, we have proved that our uplink power control algorithm asymptotically stabilize at an
equilibrium that solves the respective optimization problems with ESCs’ requirements. In this section, we describe how our algorithm computes ESC’s interference constraint $T_e$ and verify that using this $T_e$ computation, the solution to the uplink problem in (2) is approximately also a solution to (1).

From a high level, denoting $T_E$ as the set of all $T_e$, $T_E$ can be computed by solving:

$$U(T_E) := Pr(I \leq T| C_e \leq T_e, \text{for all } e \in [1, m_2]) \geq \Psi$$

(27)

where $\Psi$ is a constant threshold satisfying $\Psi \in [0, 1]$ and $\Psi \approx 1$. We denote the left side of the inequality as $U(T_E)$, which represents the conditional probability that the aggregated SU interference $I$ at IU does not exceed its requirement $T$ given that the SU interference $C_e$ received at each ESC $e$ is bounded by $T_E$. The formula essentially means that ESCs should choose a proper $T_E$ to ensure the probability on the left side to be close to 1.

In the next sections, we derive the explicit expression of $U(T_E)$. To achieve this, we first present the geometric model of our system in Section VII-A. Based on the model, we derive the statistical distribution of $C_e$ in Section VII-B. In Section VII-C, we model the statistical distribution of $I$. Next, in Section VII-D, (27) is solved as a cumulative density function (CDF) of a conditional normal distribution, and use this CDF to determine $T_E$ that guarantees $U(T_E) \geq \Psi$.

A. Geometry-based heterogeneous network modeling

The network architecture used in our model is shown in Figure 2. Here we consider a heterogeneous network containing different tiers of SUs. The IU is denoted by green triangle. In this section, we take one IU case as an example for detailed explanation. The case of multiple IUs is discussed in Section VII-E. All SUs are denoted by red crosses. SUs inside each orange area form a cluster, and are regarded as the hotspot SUs. The average number of hotspot SUs per cluster is $n_s$. The center of clusters, denoted by blue dots, are modeled as a homogeneous Poisson Point Process (PPP) with the density of $\rho_1$. Hotspot SUs are distributed around cluster centers according to a Gaussian distribution (a.k.a. Thomas cluster process [26]) with a scattering variance of $\sigma^2_s$. SUs outside the clusters are the macro cell users. The locations of macro cell SUs are also modeled as a homogeneous PPP with the density of $\rho_2$. ESC is denoted by a black square. Without loss of generality, we assume that each ESC is in charge of detecting the IU’s presence in a large circular area centered at itself with a radius $l$. Thus, the average number of hotspot SUs in the given area is $\rho_1 n_s \pi l^2$, and the average number of macro cell SUs is $\rho_2 \pi l^2$.

B. Statistical Distribution of ESC $e$’s received SU interference $C_e$

To derive the statistical distribution of $C_e$ for ESC sensor $e$, the path attenuation between SU $i$ and ESC $e$ needs to be estimated. Since SU locations are usually not known to an ESC due to SU’s location privacy protection, we can not measure or compute the channel gain directly. Thus, we establish a statistical model of channel gain between SU and ESC. According to Section VII-A, the SUs are categorized into macro cell users and hotspot users. Thus, we model the distribution of distance between hotspot SU and ESC, denoted as $u_1$, and the distribution of distance between macro cell SU and ESC denoted as $u_2$, respectively. In this paper, we adopt the simplified path loss model $P^r(d) = P^t c d^{-\iota}$ for analysis since it captures the main characteristics of ray tracing. Here, $P^r(d)$ denotes the received power at distance $d$ and $P^t$ denotes the transmit power. $c$ is a constant which is given by $c = \frac{P^r(d)}{P^t}$, $\bar{d}$ is a reference distance, and $\iota$ is the path loss exponent. Hence, the channel gain between an ESC and a hotspot SU can be computed by $g_{u_1} = cu_1^{-\iota}$, and similarly $g_{u_2} = cu_2^{-\iota}$. Next, we examine the statistical distributions of $u_1$ and $u_2$, which are used for modeling $g_{u_1}$ and $g_{u_2}$.

1) Distribution of distance $u_1$ between hotspot SU and ESC: We assume that the centers of SU clusters follow a homogeneous PPP, and hotspot SUs are normally distributed inside its cluster. The relation among hotspot SU, ESC and cluster center is illustrated in Figure 3. $x_0$ denotes the distance between cluster center and ESC.

According to [27], conditioned on the distribution of a cluster center, the distance $u_1$ from ESC to an SU follows the Rician distribution, and the conditioned probability density function (PDF) can be written as $\xi_{U_1|X}(x_1|x_0) = \frac{u_1^2}{\sigma^2_e} \exp\left(-\frac{u_1^2 + x_1^2}{2 \sigma^2_e}\right) I_0\left(\frac{u_1 x_0}{\sigma^2_e}\right)$, where $I_0(\cdot)$ is the modified Bessel function with order zero and $\sigma^2_e$ is the scattering variance. Since cluster centers are uniformly distributed, and the PDF is given by $\xi_X(x_0) = \frac{2 \pi}{\bar{d}^2}$, the PDF of $u_1$ can be computed based on $\xi_{U_1}(u_1) = \int_{x_0} \xi_{U_1|X}(u_1|x_0) \xi_X(x_0) dx_0$.

2) Distribution of distance $u_2$ between macro cell SU and ESC: We assume that macro cell SUs are uniformly distributed inside the given area. The PDF of $u_2$, denoted as $\xi_{U_2}(u_2)$, can be expressed as $\xi_{U_2}(u_2) = \frac{u_2}{\sigma^2_e} \exp\left(-\frac{u_2^2 + \bar{d}^2}{2 \sigma^2_e}\right) I_0\left(\frac{u_2 \bar{d}}{\sigma^2_e}\right)$.
3) Distribution of $g_{u_1}$, $g_{u_2}$ and $C_c$: So far we have derived the PDFs for $u_1$ and $u_2$, and the distributions of their corresponding channel gain $g_{u_1}$ and $g_{u_2}$ can be derived based on:

$$
Pr(g_{u_1} \leq g) = Pr(u_1 \geq \left( \frac{g}{C_c} \right)^{-\frac{1}{2}}) = 1 - Pr(u_1 \leq \left( \frac{g}{C_c} \right)^{-\frac{1}{2}}),
$$

$$
\xi_{g_{u_1}}(g) = \left( \frac{1}{g} \right)^{\frac{1}{2}} \xi_{1_{u_1}}(g^{\frac{1}{2}}) \xi_{\nu_1}(g^{\frac{1}{2}})
$$

Then the expectation $\bar{g}_{u_1}$ and variance $\sigma^2_{g_{u_1}}$ of $g_{u_1}$ can be derived from the PDF $\xi_{g_{u_1}}(g)$ of channel gain $g_{u_1}$. The PDF of $g_{u_2}$ is derived in the same way, and the expectation and variance of $g_{u_2}$, denoted as $\bar{g}_{u_2}$ and $\sigma^2_{g_{u_2}}$, can also be derived.

Since all hotspot and macro cell SUs are independent, $g_{u_1}$ is i.i.d. and $g_{u_2}$ is also i.i.d., $C_c$ is then re-expressed as $C_c = \sum_{i=1}^{\rho_1} \pi \rho_1^2 P_h g_{u_1} + \sum_{i=1}^{\rho_2} \pi \rho_2^2 P_m g_{u_2}$, where $P_h$ and $P_m$ denote the transmit power of hotspot SU and macro cell SU, respectively. Given the number of hotspot SUs $\rho_1 \nu_1 \pi^2$ and the number of macro cell SUs $\rho_2 \pi^2$ in the model, when $\rho_1 \nu_1 \pi^2$ and $\rho_2 \pi^2$ increase, using the Central Limit Theorem and the Law of Large Numbers, $C_c$ can be approximated by a summation of two normal distributions which is still a normal distribution, $C_c \sim N(\mu_c, \sigma_c^2)$, where

$$
\mu_c = \sum_{i=1}^{\rho_1} \pi \rho_1^2 (P_h)^2 \sigma_{g_{u_1}} + \sum_{i=1}^{\rho_2} \pi \rho_2^2 (P_m)^2 \sigma_{g_{u_2}}
$$

C. Statistical Distribution of IU’s received SU interference I

In this section, we model the statistical distribution of the IU’s received SU interference I. Denoting $g_v$ as the path loss from a hotspot SU to the IU and $g_{v_2}$ as the path loss from a macro cell SU to the IU, we again re-express as $I = \sum_{i=1}^{\rho_1} \pi \rho_1^2 P_h g_v + \sum_{i=1}^{\rho_2} \pi \rho_2^2 P_m g_{v_2}$. Same as $C_c$ to model $I$, we again need to derive $g_v$ and $g_{v_2}$’s statistical distribution while IU’s location is not explicitly known due to IU location privacy protection.

The first step for modeling $g_v$ and $g_{v_2}$ is to establish the statistical model of IU’s location range to ESC, denoted as $d_0$, given ESC’s local measurement of IU signal strength. Then, based on this model, each ESC independently estimate $d_0$, which leads to the derivation of $g_v$ and $g_{v_2}$ as well as the distribution of $I$ and $U(T_E)$ in (27). It is important to note that this calculation process satisfies FCC’s security regulation, which demands that ESCs must not share any IU’s location-related information. In our algorithm, ESC only uses local information and there is no exchange of any IU’s related information with other ESC or other parties in the system.

1) Distribution of $d_0$ based on ESC’s local IU signal strength: We assume IU’s transmit power $P^{\text{IU}}$ is known since the general transmit power of 3.5GHz IU transmitters, such as radar systems, is easily found [28]. Hence, given the received IU signals, denoted as $P^{\text{IU}}$, an ESC can roughly model the distribution of its channel gain to IU as $g_v$ through a path loss formula $g_v = P^{\text{IU}}/P^{\text{IU}}$. Thus, the distance between ESC and IU, denoted as $d_0$, is given by $d_0 = (\frac{c_0}{c_0^2})^{-\frac{1}{2}}$ where $c_0$ is a constant. Assuming IU’s signal is transmitted through a Rayleigh fading channel, the CDF of $P^{\text{IU}}$ can be modeled as $\Xi_{P^{\text{IU}}}(P^{\text{IU}}) = 1 - \exp(-\frac{P^{\text{IU}}}{s_e})$, where $s_e$ is the expectation of $P^{\text{IU}}$, which can be measured by ESC $e$. Therefore, the CDF of $g_v$ is given by $\Xi_{C_{v0}}(g_v) = 1 - \exp(-\frac{g_v}{s_e})$. The CDF of $d_0$ is then computed by $\Xi_{D_{00}}(d_0) = \exp(-\frac{c_0 d_0^2}{s_e})$. Finally, the PDF of $d_0$ can be derived based on its CDF.

2) Distribution of distance $v_1$ between hotspot SU and IU: The relation among IU, ESC, hotspot SU and cluster center is illustrated in Figure 4. From an ESC’s perspective, IU’s possible location is uniformly distributed on a circle that is centered at itself and has a radius of $d_0$. We denote the distance from cluster center to IU as $r$, and the angle between $d_0$ and $x_0$ as $\theta$.

To derive the distribution of $v_1$, we need to compute the distribution for $r$. Clearly, $r$ satisfies $r^2 = d_0^2 + x_0^2 - 2d_0x_0 \cos \theta$. Since $x_0$, $\theta$, and $d_0$ are independent, and the PDF of $\theta$ is $\xi_{\theta}(\theta) = \frac{1}{\pi}, \Xi_{\theta}(r) = \exp\left(-\frac{\cos \theta}{\pi} \right)$, the PDF of $v_1$ can be derived by $\Xi_{v_1}(v_1) = \int_0^{\frac{\pi}{2}} \Xi_{v_1|\theta}(v_1|\theta) \xi_{\theta}(\theta) d\theta$.

3) Distribution of distance $v_2$ between macro cell SU and IU: From an ESC’s perspective, once the value of $d_0$ is determined, the possible location of IU should be uniformly distributed in a circle that is centered at itself and has a radius of $d_0$. Denote $v_2$ as the distance between a macro cell SU and IU. PDF of $v_2$ conditioned on $d_0$, denoted as $\Xi_{v_2|d_0}(v_2|d_0)$, is expressed as:

$$
\xi_{v_2|d_0}(v_2) = \begin{cases} 
\frac{2\pi v_2}{\pi d_0^2} \arccos\left(\frac{d_0^2 + v_2^2 - r^2}{2d_0 v_2}\right), & 0 \leq v_2 \leq l - d_0 \\
\frac{2\pi v_2}{\pi d_0^2} r, & l - d_0 < v_2 \leq l + d_0
\end{cases}
$$

Thus $v_2$’s PDF can be computed based on $\Xi_{v_2|d_0}(v_2|d_0)\xi_{D_{00}}(d_0)$. Finally, the PDF of $v_1$ can be derived in the same way as in (28).

The expectation $\bar{g}_v$ and variance $\sigma^2_{g_{v_1}}$ of $g_v$ can be calculated based on the distribution of $g_{v_1}$. Similarly, $g_{v_2}$’s
expectation $\bar{g}_{t_2}$ and variance $\sigma^2_{g_{t_2}}$ can also be derived from $g_{t_2}$ distribution.

Because all hotspot and macro cell SUs are independent, $g_{t_1}$ is i.i.d. and $g_{t_2}$ are also i.i.d.. When the number of hotspot SUs and the number of macro cell SUs increase, using the Central Limit Theorem and the Law of Large Numbers, $I = \sum_{i=1}^{n_i} \pi_{i1} P_i g_{t_1} + \sum_{j=1}^{n_j} \pi_{j2} P_j g_{t_2}$ can be approximated by a normal distribution, $I \sim N(\mu_I, \sigma^2_I)$, where

\[
\mu_I = \sum_{i=1}^{n_i} \pi_{i1} P_i \bar{g}_{t_1} + \sum_{j=1}^{n_j} \pi_{j2} P_j \bar{g}_{t_2}, \quad \sigma^2_I = \sum_{i=1}^{n_i} \pi_{i1}^2 (P_i)^2 \sigma^2_{g_{t_1}} + \sum_{j=1}^{n_j} \pi_{j2}^2 (P_j)^2 \sigma^2_{g_{t_2}}.
\]

D. Determine ESCs’ interference constraints

In Section VII-B and VII-C, we approximate $C_e$ and $I$ by normal distributions. The remaining problem to solve $U(T_E) \geq \Psi$ in (27) is how each ESC $e$ independently chooses a proper value of $T_e$. To achieve this, we rewrite (27) to:

\[
U(T_E) = P_r\left( \sum_{i=1}^{n_i} P_i g_{t_1} + \sum_{j=1}^{n_j} P_j g_{t_2} \leq T \right| \sum_{i=1}^{n_i} P_i \bar{g}_{t_1} + \sum_{j=1}^{n_j} P_j \bar{g}_{t_2} \leq T, \forall e \in [1, m_2]) \geq \Psi.
\]

(31)

Given that channel gains and transmit powers are all non-negative, and $I = \sum_{i=1}^{n_i} \pi_{i1} P_i g_{t_1} + \sum_{j=1}^{n_j} \pi_{j2} P_j g_{t_2}$ and $C_e = \sum_{i=1}^{n_i} \pi_{i1} P_i \bar{g}_{t_1} + \sum_{j=1}^{n_j} \pi_{j2} P_j \bar{g}_{t_2}$, we have $P_r(I \leq T | C_e \leq T_e, \forall e) \geq P_r(I \leq T | C_e = T_e)$. Thus, so long as each ESC sensor $e$ independently computes a $T_e$ that satisfies this inequality $P_r(I \leq T | C_e = T_e) \geq \Psi$, we know (27) must hold, meaning that IU’s interference requirement is statistically guaranteed.

Based on the theory of conditional normal distribution [29], the conditional random variable $I|C_e = T_e$ is also normally distributed, with expectation $\mu_{Ie}$ and variance $\sigma^2_{Ie}$ computed by:

\[
\mu_{Ie} = \mu_I + \frac{\Sigma_{12}}{\Sigma_{22}} (T_e - \mu_e), \quad \sigma^2_{Ie} = \Sigma_{11} - \frac{\Sigma_{12}^2}{\Sigma_{22}},
\]

(32)

where $\Sigma_{11} = cov(I, I)$, $\Sigma_{12} = cov(I, C_e)$,

\[
\Sigma_{22} = cov(C_e, C_e),
\]

(33)

where function $cov(\cdot)$ calculates the covariance of the two input distributions. Since the distribution of $I|C_e = T_e$ is known, given a $\Psi$, the value of $\mu_{Ie}$, denoted as $\mu_0$, that makes $P_r(I \leq T | C_e = T_e) \geq \Psi$ can be computed as $\mu_0 = T_e - \sigma_{Ie} \Phi^{-1}(\Psi)$. Here, $\Phi^{-1}(\cdot)$ is the quantile function of standard normal distribution. Thus, based on (32), $T_e$ can be calculated by

\[
T_e = (\mu_0 - \mu_I) \frac{\Sigma_{22}}{\Sigma_{12}} + \mu_e.
\]

(35)

The formula is the same for each ESC $e$ to generate $T_e$ locally as its interference requirement. With a proper $T_e$ in the algorithm (6), the IU’s interference requirement is statistically guaranteed.

E. Multiple IU Cases

So far only the scenario with one IU is considered. However, the way to handle multiple IUs in ESC requirement computation is straightforward. If an ESC $e$ detects the existence of multiple IUs, it can simply compute the constraint threshold for each IU and choose the minimum one as final $T_e$, such that (27) is guaranteed for every IU. Note that there are a large amount of existing focusing on wireless signal classification, including traditional signal classification [21], [30] and deep learning based classification [23], [31], [32]. The ESCs can distinguish multiple IU signals by adopting some of these signal classification approaches.

VIII. ANALYSIS ON IU LOCATION PROTECTION

In this section, we demonstrate how the IU’s location privacy is protected in our algorithm. As seen from our algorithm, since ESCs are responsible for detecting an IU’s existence in the spectrum and measuring the average received IU signal strength. ESCs are the only entities that obtain information directly related to the IU’s location. In our attack model, we assume ESCs are trustworthy so an adversary cannot know its raw measurement of IU RSS. But the adversary may see all the information exchanged in the DSA system by compromising SAS, BSs, SUs or the communication channel. The attacker will attempt to derive sensitive IU location data from information that they observed.

According to (6) - (11) and Section VII, each ESC $e$ uses the average IU signal strength $s_e$ to generate its requirement $T_e$ and computes $\Delta_e$ to be sent to SAS. The minimum value $\Delta_e$ of $\Delta_e$s is then forwarded to SUs. From the adversary’s perspective, since $\Delta_e$s and $\Delta_e$’s computation are both based on $T_e$, which again relates to the distance between IU and ESC $e$, $\Delta_e$ and $\Delta_e$s may carry some IU location information, and can be used to infer the changes in IU’s true location.

In this section, we mainly focus on the case with one IU to analyze the strength of $\Delta_e$ on IU location protection. If the attacker cannot infer IU location changes from $\Delta_e$s in this simple case, neither can he derive the IU location changes from $\Delta$ or in multiple IU cases. This is because $\Delta$ is the minimum value of $\Delta_e$, $e \in [1, m_2]$. Thus, it contains no additional information regarding IU locations comparing to $\Delta_e$s. In multiple IU cases, $\Delta_e$s calculated by ESC $e$ in different iterations may not match to the same IU. Thus, $\Delta_e$ in this case may not have the consecutive location information of any IU, which makes deriving a single IU location change even harder comparing to a single IU case.

Consider a single IU case. To ensure that IU-ESC distance changes cannot be discovered in a sequence of $\Delta_e$, our method increases the randomness in the value of $\Delta_e$ by using random numbers $\eta_1$ and $\eta_2$ in the generation of $\Delta_e$ as shown in equation (6). To analyze if the variations in $\Delta_e$ are related with the changes in IU’s location, one can calculate the correlation and p-value between the sequence of $\Delta_e$ and the IU-ESC distances [33]. Correlation coefficient and p-value are often used together to measure the strength of the relationship between two variables. A lower p-value can be interpreted as a stronger relation between two sets of data, and a p-value

\[ p = \Phi^{-1}(\frac{1}{\sqrt{2\pi}}) \]

(36)
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higher than 0.05 means that the correlation is not statistically significant [33]. If the sequences of $\Delta_i$ and IU-ESC distances have a low correlation coefficient with a large $p$-value, we can say that the correlation between $\Delta_i$s and IU-ESC distances is not statistically significant, and the attacker can hardly use $\Delta_i$s to infer the IU’s true location. Using this method, in evaluation section IX-C, we compute the correlation coefficient and $p$-value through simulation.

IX. EVALUATION

In this section, we evaluate the performance of the proposed uplink power control algorithm by simulation. The simulation platform is MATLAB 2018a on a macOS Sierra with 2.7 GHz Intel Core i5 processor. Evaluation for the proposed algorithm is divided into two sets. The first set considers the scenario with static SUs and IUs, and the second set assumes the mobility of SUs and IUs. Both sets examine the secondary network utility, convergence speed of SU transmit power, SINR of SUs and the SU interference received at IU.

![Figure 5](image.png)

Fig. 5. Example of our simulation settings.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Description</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\rho_1$</td>
<td>Density of cluster centers</td>
<td>$5 \times 10^{-9}/m^2$</td>
</tr>
<tr>
<td>$\rho_2$</td>
<td>Density of macro cell SUs</td>
<td>$1 \times 10^{-9}/m^2$</td>
</tr>
<tr>
<td>$n_s$</td>
<td>Avg. No. of hotspot SUs</td>
<td>15</td>
</tr>
<tr>
<td>$\sigma_s$</td>
<td>Scattering variance</td>
<td>40m</td>
</tr>
<tr>
<td>$l$</td>
<td>ESC sensing range</td>
<td>1000m</td>
</tr>
<tr>
<td>$P_{IU}^{1W}$</td>
<td>IU’s transmit power</td>
<td>1000W</td>
</tr>
</tbody>
</table>

Figure 5 shows an example of our simulation setting. We consider spectrum sharing in the 3.5 GHz band which is implemented mainly along the U.S. coastal areas. SUs, BSs and ESCs are located inland and the IUs are randomly distributed in the sea. Both IUs and SUs can be mobile, and cases with different IUs’ and SUs’ speeds are evaluated in the second set of the simulation. In terms of parameter settings, the number of macro cell BS is set to $\{2, 5, 10\}$, the number of small cell BS is set to $\{2, 4, 6\}$, the number of SUs communicating with each BS is 15, and the ESC number is chosen from 2 to 4. The range of SU’s minimum required SINR $\tau$ is selected from 30 to 100, and IU’s maximum allowable interference $T$ is set to $\{10^{-7}, 10^{-6}, 10^{-5}\}$ W. Each ESC senses the interference from both SUs and IU 100 times per second. Each BS broadcasts the required information per 10 millisecond. We assume that in our algorithm the messages transmitted between entities are all 16-bit floating point numbers. By using time series compression with delta encoding [34], [35], the data transmission rate of each BS to its SU is around 7 Mbps. Each SU reads its location information at a rate of 10Hz from a GPS sensor. A standard path loss model is applied for each SU. The path loss exponent $\ell$ is set to 4. The maximum SU transmit power is 1 W. The environment interference $\varphi_i$ to BS $i$ includes both the receiver noise and other environment noises, and is set to $-80dbm$. Parameters used by ESC to theoretically estimate its interference threshold are shown in Table II.

### A. Stability analysis

1) Case with static IU and SU: In the first set of simulation, we examine the algorithm’s performance given static IU and SU. Table III shows the average convergence speed of SU’s transmit power. In this case, $\tau = 50$, $T = 10^{-6}$ W, $num\,ESC = 3$. The system is assumed to be stable when the fluctuations in transmit power are smaller than 0.0001 W. It can be observed that SU’s transmit power converges quickly in less than 200 iterations. Only a slight increase in the convergence speed is observed as the total number of SU increases, which indicates the good scalability of our algorithm.

<table>
<thead>
<tr>
<th>SU number</th>
<th>60</th>
<th>135</th>
<th>240</th>
</tr>
</thead>
<tbody>
<tr>
<td>Avg. iterations for convergence</td>
<td>139.2122</td>
<td>146.0846</td>
<td>151.3658</td>
</tr>
</tbody>
</table>

Next, we evaluate our algorithm’s performance in achieving the maximum network utility (sum of SU rates). We randomly generate 100 simulation settings for the comparison between our algorithm and the Global Search algorithm [36]. Global Search uses a multi-start framework designed to find global optima for pure and mixed integer nonlinear problems with many constraints and variables. By processing all the results, we observe that our algorithm outperforms Global Search in every test given SU number equal to 60 and 135, and when SU number equal to 240, our algorithm outperforms Global Search in 99% of the tests. As mentioned, DCA converges quite often to a global solution in practice, this comparison at least demonstrates that our algorithm performs better than a commonly used global solver in finding the global optima of the given uplink power control problem. Moreover, for each setting, the average running time of our algorithm for convergence is around 3.5 seconds, and it is much smaller than the running time of the Global Search algorithm which is around 70.5 seconds.

Figure 6 shows the average ratio of SU satisfying its SINR requirement given different SU numbers and SU SINR requirements. We can see that the amount of SUs who have their SINR guaranteed is gradually decreasing as the minimum required SINR grows. This is intuitive since it becomes harder to meet every SU’s required SINR when all SUs are
demanding for higher SINR. However, given a certain SINR, there is only a slight decrease in the percentage as the total SU number increases, which also indicates the good scalability of our algorithm.

![Fig. 6. Ratio of SU satisfying its SINR requirement.](image)

Next, we calculate the ratio of IU satisfying its interference requirement under different parameter settings, where the number of SU ranges from 60 to 240, the number of ESC ranges from 2 to 4 and the IU’s interference requirement is set to \{10^{-8}, 10^{-6}, 10^{-5}\}. We observe from the results that the interference received by IU is guaranteed 100% of time to be below their requirements under all the above settings.

![Fig. 7. Our algorithm’s performance under different IU number.](image)

We also evaluate the effect of the number of IU on system performance as shown in Figure 7. In this simulation, we set \(SU_{num} = 240, ESC_{num} = 3, \tau = 50\) and \(T = 10^{-6}\). Given IU number from 1 to 5, we evaluated the average convergence speed of SU’s transmit power, the ratio of SUs whose required SINR is satisfied and the ratio of IUs whose interference requirement is met. As in Figure 7, both the average iterations SU uses for convergence and the ratio of SUs satisfying its required SINR are not obviously influenced by different IU numbers. It is because when an ESC detects the existence of multiple IUs, it can simply compute the constraint threshold for each IU and choose the minimum one as final \(T_e\), and the following SU power update procedure is the same as that in one IU case. Different \(T_e\)’s only affect the upper bound on SU’s power adaptation step size. We also observe from the results that the interference received by all IUs is always guaranteed to be below their requirements under all the above settings.

2) Case with mobile IU and SU: The second set of simulations takes the mobility of IU and SU into consideration. Each simulation lasts for 10 minutes (i.e. 60000 iterations). In the simulation, both ESC and BS broadcast their information per 10 ms, and SU updates its location information 10 times per second. The number of macro cell BS is set to 10 and the number of small cell BS’s is 6. ESC number is set to 3 in this case.

We first set IU’s moving speed to 10 m/s and SU’s moving speed to 1 m/s. In Figure 8, it can be seen that each SU only takes around 2% of its total operation time in the convergence process. We also observe that the average amount of time during which the SU’s SINR is satisfied is gradually decreasing as the minimum required SINR grows, since it becomes more difficult to guarantee the SUs’ target SINR if they are requiring for higher SINR. However, IU’s interference requirement is satisfied 100% of time, because our algorithm treats IU’s interference constraint with higher priority than SU’s SINR requirement. By using this algorithm, IU’s interference requirement is statistically guaranteed by ESC’s interference threshold in any case even when SUs’ and IUs’ constraints cannot be satisfied simultaneously (i.e. \(S = \emptyset\)).

![Fig. 8. Our algorithm’s performance under different minimum required SINR.](image)

Figure 9 shows our algorithm’s convergence under different IU’s and SU’s moving speeds. In this case, the required SU SINR is set to 50. In the left figure of Figure 9, SU’s moving speed is set to 1 m/s and IU’s speed varies from 1 m/s to 30 m/s. Because the IUs in 3.5 GHz DSA scenario are commonly shipborne radars, the simulation settings of IU’s speed are determined based on the speed range of navy ships which is mostly less than 30 m/s. In addition, such parameter settings also satisfy the speed range of some other vehicles like cars, hence the IUs in our simulation are not necessarily specified as shipborne radars. We can see that the system’s convergence time is not obviously influenced by the changes in IU’s speed, because IU’s location only affects the calculation of ESC’s interference requirement which only provides an upper bound on SU’s power adaptation step size. In the right figure of Figure 9, IU’s moving speed is fixed to 10 m/s and SU’s moving speed ranges from 1 m/s to 20 m/s (e.g., from walking speed to freeway speed). It can be seen that the average convergence time per SU slightly increases as the SU’s moving speed increases. It is intuitive because when an SU’s speed increases, its movement within an iteration becomes larger and it becomes harder to converge. However, the observed increase is relatively small, which means our algorithm is not very sensitive to the SU’s moving speed. By processing all the results, we also observe that IU’s interference requirement is always guaranteed under different moving speeds of both SUs and IUs.

B. Efficiency evaluation

First, we compare our algorithm with the existing primary user (PU) protection schemes [37], [38] in terms of net-
work throughput under the same IU interference protection level. A geographic exclusion zone (GEZ) scheme in [37] calculates the minimum radius of the primary exclusion zone based on the primary outage constraint, and [38] proposes a shapeless PU protection scheme, called the discrete exclusion zone (DEZ), which is achieved by switching off the first \(k-1\) nearest neighboring SUs surrounding the PU. With IU’s interference requirement equal to \(10^{-8}W\) and the number of SUs equal to 240, the minimum radius of exclusion zone in GEZ ends up to be 1000m and the number of SUs being switched off in DEZ becomes 70. Under these settings, our scheme can improve total SU capacity by 56% over GEZ and by 48% over DEZ on average.

We also compare our algorithm with three power control algorithms all aiming at throughput maximization subject to satisfying a minimum target SINR for all SUs. [10] developed an efficient centralized DC algorithm that achieves the global optimal throughput. A binary power control algorithm is proposed in [39] to maximize the total SU throughput in a CRN while limiting the interference to the PU within an acceptable range. [40] proposed a distributed algorithm aiming at maximizing the throughput with minimum power consumption.

In the evaluation, we assume 9 to 36 pairs of SU transmitters/receivers are distributed in a 500m \(\times\) 500m square. Because the formulation of [10] and [40] do not consider PU (IU) interference constraint, we assume the PU locates far enough from SU network, and hence the PU will not be affected by SUs, the PU interference requirement in our algorithm and [39] will not be violated even when all SUs transmit at the maximum power simultaneously. 100 simulation settings are randomly generated for each number of SU pair. The average throughput of each algorithm is measured. From Figure 10, we can see that our algorithm outperforms binary algorithm [39] and the algorithm for energy efficiency and throughput maximization [40]. The average throughput achieved by our algorithm and centralized DC algorithm [10] are almost the same. This is because our algorithm and [10] both refer to Frank and Wolfe feasible direction algorithm [41] to locate the global optimal solution to the formulated non-convex problem.

C. Evaluation on IU location protection

In the evaluation, we randomly generate 500 settings of locations of a moving IU, 3 ESCs and 240 static SUs. Each simulation with one setting lasts for 60000 iterations. Figure 11 zooms in for the 500 iterations of example sequences of IU-ESC distances and \(\Delta_e\).s. The average correlation coefficient between the sequences of IU-ESC distances and \(\Delta_e\)s is around 0.07 which can be considered negligible [42], and the p-value is around 0.31 which is much larger than 0.05 [33]. Hence, we can conclude that the correlation is not statically significant. Such low correlation indicates that it is difficult for an attacker to infer IU’s true location from \(\Delta_e\)s.

X. Conclusion

In this paper, we studied the uplink power control problem in 3.5 GHz DSA systems with the objective of utility maximization subject to SU’s transmit power limit and SINR constraints and IU’s interference constraints. Due to security considerations, the proposed distributed SU transmit power control algorithm does not depend on any sensitive information from IU. IU’s interference requirement is proved to be guaranteed by our algorithm in any case. Each SU only requires locally observable measurements with aggregated insensitive information provided by ESCs and BSs to adjust its transmit power distributively. Through the analysis on the algorithm’s convergence and stability properties, we demonstrate that our algorithm will converge to a stable optimal point which always satisfies the IU’s interference constraint. SUs’ SINR requirements will also be satisfied whenever the utility maximization problem is feasible. Finally, the simulation results demonstrate the effectiveness of our proposed algorithm.
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