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Abstract—The protection of primary user activities plays a vital part in dynamic spectrum access. There are currently two types of
schemes. One is based on spectrum sensing and the other one relies on spectrum database. There exist many works surrounding the
subject of spectrum sensing, which requires high sensing accuracy, and thus poses extra time cost. Nevertheless, the database-based
access scheme is receiving an increasing amount of devotion, e.g., IEEE 802.11af for TV white space. In comparison to spectrum
sensing, nodes only need to look up the spectrum maps provided by the database. In this paper, we study the practical issues of the
above two schemes, and propose a hierarchical framework, which enables the hybrid spectrum access scheme. In this framework, we
build relatively reliable clusters, and have cluster heads connect to the spectrum database to assist nodes in their clusters. As a result,
nodes with poor or no connections to the database can benefit from spectrum maps as well. The process of retrieving spectrum maps is
formalized as a Markov Decision Process. Moreover, mobility compatibility is provided. We illustrate how the evolution of our hierarchical
structure is affected by mobile nodes. We also propose a feasible algorithm to maximize the benefits that can be obtained from the
database under the mobile environment. We model a virtual database and conduct simulations to reveal certain performances of our
framework.

Index Terms—Dynamic spectrum access, database-assisted, mobility, hierarchical, hybrid.
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1 INTRODUCTION

Recently, the spectrum congestion problem has attracted a
growing amount of attention. Dynamic spectrum access[1–
3] is a promising solution, which enables spectrum sharing
between primary users (PUs) and secondary users (SUs),
while protecting the PU activities from being interfered with
by SUs. The key issue lies in the protection of PUs, which
requires each SU, or node, to make sure that no active PU
exists when accessing the spectrum.

Many current researches focus on improving the accu-
racy of spectrum sensing techniques (e.g.,[4–7]). That is,
each node senses PU activities on the spectrum before
accessing it, and will only use the spectrum when it senses
no active PUs. However, in order to avoid interfering with
PUs, a SU node needs to perform spectrum sensing very
frequently. This makes sensing time become a large portion
in the overall spectrum access time cost.

In the TV white space spectrum, there exists a differ-
ent framework to implement spectrum access, i.e., IEEE
802.11af[8], which is a standard for the TV white space spec-
trum sharing. The framework is a database-based scheme,
which provides an architecture to help each node to gain the
spectrum map at its current location. Based on the spectrum
map, the node is aware of the spectrum availabilities, i.e.,
when PUs are not using the spectrum. Hence, spectrum
access becomes efficient for each node, since it only needs
to look up the corresponding spectrum map, rather than

frequently performing spectrum sensing.
The database-based, or spectrum map-based, scheme

([9–11]) sheds light on the dynamic spectrum access prob-
lem in general, rather than the white space only. Aside from
the extendability of constructing such spectrum databases,
there are some other issues that need to be considered, even
in the white space. Firstly, the reachability of the database is
questionable. A node needs to have 3G, Wifi, or a similar
environment of building a connection with the database,
either directly or through some agent. Nevertheless, this is
unrealistic for all nodes considering their varieties. Some
nodes may be in better condition to connect to the database,
and the interference would increase if all nodes try to
build connections to the database. The second issue is that
although spectrum maps effectively reduce the time cost by
avoiding spectrum sensing, the time cost spent on sessions
between nodes and the database has to be taken into ac-
count, especially when nodes are mobile.

Therefore, a hybrid scheme of the spectrum map-based
and sensing-based approaches is inevitably proposed. Yet,
this does not mean that a node should switch to spectrum
sensing immediately if the database becomes unreachable.
To better utilize the database, when a node fails to connect
with the database, it might gain assistance from its neigh-
bors, which are one-hop away and are easy to reach. In
Fig. 1, we divide the area into grids based on spectrum
availabilities. Each grid has its own spectrum map, which
means the spectrum availability remains stays the same
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Fig. 1. Node 1 can gain assistance from node 2. The movement of node
1 causes extra costs. Each grid is associated with a spectrum map.

within one grid. For simplicity, squares are used to depict
grids, although grids are not always necessarily squared.
Suppose that node 1 cannot reach the database. However, it
may access the database with the assistance of its neighbor,
node 2, which can fetch the spectrum map for node 1.
Consequently, a general structure that enables the assistance
for nodes during database access can be beneficial.

In addition, when nodes are mobile, the problem be-
comes more complicated, considering the cost of fetching
spectrum maps. For example, in Fig. 1, if node 1 moves to
a new location, it needs to request the spectrum map again
for the new grid. The frequent sessions between nodes and
the spectrum database pose potential conflicts among nodes,
and increase the communication cost. Fortunately, the idea
of the speculative execution technique has the potential to
help reduce the communication cost. The main idea is to do
work in advance, before knowing whether that work will
be needed. This is helpful in preventing the delay of doing
the work after knowing the necessity. A similar theory can
be applied for fetching spectrum maps by the mobile nodes.
When a moving node sends requests for spectrum maps, it
fetches the spectrum maps for its future locations. Then, the
frequency of connecting to the database is reduced.

Motivated by the above discussions, in our paper, we
provide a hierarchical spectrum access framework. Under
such a hierarchical structure, each node adopts the hybrid
scheme of both spectrum map-based and sensing-based ap-
proaches. We construct relatively reliable clusters, and have
cluster heads to connect to the spectrum database to assist
the nodes in their clusters. The cluster heads are selected
based on their relative mobility metrics, storage limits, and
connection qualities to the database. The connections be-
tween the databases and nodes are divided into two layers:
from the database to the cluster heads, and from the cluster
heads to other nodes. In this way, the communication cost
and potential conflicts associated with reaching the database
are reduced.

Moreover, to fully maximize the benefits for each clus-
ter, we formalize the process of cluster heads retrieving
information from the spectrum database as a Markov De-
cision Process (MDP). Each cluster head can determine the
best actions regarding whether to connect to the spectrum
database, or which spectrum maps to fetch, e.g., the spec-
trum maps for future locations. We further study the mobil-
ity influences on the evolution of our hierarchical structure.
Afterwards, a practical algorithm based on the mobility
factors for the MDP on each cluster head is proposed.

The main contributions in our work can be described in
the following aspects:

• We propose a hierarchical framework enabling the
hybrid spectrum access scheme, which increases the
utilization of the spectrum database and reduces the
overall cost.

• We select the cluster heads based on a novel metric,
which considers the relative mobility metric, the
storage limit, and the quality of the connection to
the database.

• We formalize the decision process at each cluster
head as an MDP, which reduces the average spec-
trum access time for each cluster.

• We resolve the mobility influences by providing
the evolutions of our hierarchical structure and by
proposing a feasible solution in the mobile environ-
ment.

Our paper is organized and proceeds in the following
order. In Section 2, we discuss the related works. The
problem formulation is shown in Section 3. Our spectrum
access framework is presented in detail in Section 4, which
contains the construction of our hierarchical structure, the
MDP formulation, and the study of the mobility influences.
The performance evaluation is described in Section 5. We
conclude our paper in Section 6.

2 RELATED WORKS

In this section, we introduce the related works from two
aspects. The first one is the database-driven spectrum access
scheme. The second one is about the cluster applications for
spectrum access.

2.1 Database-driven Spectrum Access
In [12], the authors present SenseLess, which is a database-
driven white space network. Their system relies fully on
a database service to access white space spectrum, rather
than spectrum sensing. It provides a complete service to
ensure an efficient white space networks while protecting
PUs. A game theoretic approach is proposed in [13] for
the database-assisted white space access point network de-
sign. Authors in [14] build the radio environment map for
the realization of dynamic spectrum access. Their model
makes use of multi-domain information from geolocation
databases, e.g., characteristics of spectrum use, geographical
terrain models, propagation environment, and regulations.
They model the channel selection problem as a distributed
game in each access point and prove the convergence of
a state-based Nash equilibrium. The database information
itself is discussed in [15]. They focus on improving the
accuracy of the geolocation databases through their col-
lected spectrum sensing samples in a TV network area.
The work in [16] compares different estimation methods
and studies the accuracy of the signal strength estimation
for a primary TV network, which is used for including
measurement data into a database’s prediction process. The
location robustness and privacy issues in the database-
driven networks are studied in [17] and [18]. Authors in [19]
focus on the optimization under the database-driven model.
Authors in [20] consider the application perspective, and
propose the quality-of-experience metrics, for achieving a
better service based on a spatio-temporal geo-database. Our
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work considers the practical issues where not all nodes can
connect with the database, and enables the hybrid spectrum
access scheme, as opposed to the database-driven scheme,
which is only based on spectrum maps.

2.2 Cluster Applications for Spectrum Access
The model in [21] relies on the geographical location in-
formation and proposes a virtual backbone construction
scheme in cognitive radio networks without a control chan-
nel. Cluster structures are applied in [22] for the allocation
of control channels for spectrum access. Different channels
for control are allocated at various clusters in the network,
and the problem is solved by the bipartite graph. An event-
driven cluster construction scheme is proposed in [23] for
cognitive radio sensor networks. When an event happens,
to better deliver the message, the detection of the event
forces the eligible nodes in the network to form into clusters.
Different from the above works, our clusters are used for the
hierarchical structure for spectrum access. The cluster heads
are selected based on our proposed weight definition. We
also consider the evolution of the clusters under the mobility
influences. Several literature (e.g., [24–26]) has studied the
related spectrum sharing issue.

3 PROBLEM FORMULATION

In this section, we first describe the network environment
for dynamic spectrum access. Then, we formulate the sys-
tem objective and constraints.

3.1 Network Environment
We consider that in a dynamic spectrum access network,
there is a set of PUs that have privileged use on the spec-
trum. The SUs, or nodes, are mobile and make opportunistic
use of the spectrum while protecting the PU activities. We
assume that there is a common control channel (CCC) for
nodes to connect to the database and exchange control mes-
sages. Suppose that there is an accurate spectrum database
to provide spectrum maps at different locations, e.g., the
geolocation database which provides the white space map.
A spectrum map contains the PU activities and shows the
spectrum availability at a location. Since spectrum availabil-
ities are usually similar in nearby locations, we assume that
the network is divided into different grids, and each grid
has the same spectrum availability. The spectrum maps are
stored in the database with the grid IDs as their “primary
keys”. For example, one entry denotes the spectrum map in
one grid. Therefore, the spectrum map is likely to change
when a node moves to a new location, that is in a new
grid. Another assumption is that nodes will not behave
abnormally, for example, launching DNS attach. Network
security is not a focus in this model.

The nodes can retrieve spectrum maps, by sending their
current locations to the database. The database returns the
corresponding spectrum maps based on the grid IDs of their
locations. The connections between nodes and the database
are wireless connections, e.g., through 3G or Wifi. It is likely
that some nodes are unable to download spectrum maps
from the database due to connection failures. Thus, the

following two spectrum access schemes with different time
costs are both needed:

1) Spectrum map-based: Nodes with the spectrum
maps returned by the database can access the spec-
trum simply based on the information of the spec-
trum map. The time cost of looking up the spectrum
map to find the available part is denoted as TD;

2) Sensing-based: Nodes without the spectrum map
must sense the spectrum first and access the portion
that has no active PUs. The time cost of sensing until
finding the available spectrum is denoted as TS.

We assume that TD < TS, since the time cost of querying
the local spectrum map depends on the communication
delay, while spectrum sensing is a continuous process and
is required at the beginning of each time slot. As a result, if
there is no extra cost besides TD, a node would favor the
spectrum map-based access scheme over the sensing-based
scheme.

In fact, the communication between a node and the
database takes extra costs. It consists of two parts: 1) con-
structing the session between the node and the database;
2) downloading the spectrum map from the database. We
use TC to denote the time cost for session construction. The
time cost for downloading is related to the size of spectrum
maps. For simplicity, we use �TM to denote the time cost
for the downloading phase, where TM is the constant time
cost for downloading a spectrum map of a single grid and
� is the number of spectrum maps that are fetched from
the database. Hence, the expected time cost for a node u to
access the spectrum is:

Tu = p⇥ (TD + TC + �TM) + (1� p)⇥ TS, (1)

where p is the percentage that node u adopts the spectrum
map-based scheme.

3.2 System Objective
Our objective is to minimize the overall Tu for all nodes in
the network. Here, we do not include the time cost due to
conflicts after an available spectrum is chosen, which is out
of the scope of this paper. The first constraint is to protect the
PUs from the nodes’ interference. Another constraint is that
the storage size is limited at each node. Otherwise, a node
could download all the information at the database, which
is obviously unrealistic. We use Eu to denote the maximum
number of spectrum maps that can be stored on node u.
Therefore, �  Eu.

Also, due to the mobility of nodes in the network, it
poses two main challenges to our model:

1) Since the spectrum availability varies at different
grids, a node may need to download the new spec-
trum map when it moves to another location. The
frequent connections to the database bring larger
values of TC and � in Eq. (1).

2) It is likely that a node moves to a location with
poor or no connections, and the database becomes
unreachable. As a result, a node has no spectrum
map and must perform spectrum sensing at the time
cost TS.
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With the above factors taken into consideration, it is
implausible to provide an optimal solution to minimize the
overall spectrum access time cost in the network. In the
next sections, we will discuss our hierarchical framework
with the hybrid spectrum access scheme, which considers
the above issues and supports mobility well.

4 SPECTRUM ACCESS FRAMEWORK

In this section, we will describe the overview of our frame-
work. Then, we will introduce each phase in detail.

4.1 Framework Overview
Our spectrum framework is mainly based on two motiva-
tions. First, considering the benefits brought by spectrum
maps, our framework should facilitate nodes without reli-
able connections to the database. Second, the mobility issue
must be taken into account by our framework. The overview
of our framework is as follows:

• Select cluster heads among the nodes and construct
clusters. Each node is aware of its cluster head. The
hierarchical structure is built upon the clusters. A
hybrid spectrum access scheme is adopted under this
structure.

• The cluster heads connect to the database and re-
trieve spectrum maps for nodes in their clusters. This
process of each cluster head needs to be optimized
and is formulated as a MDP.

• Considering the influences of node mobilities, an
adaptive and practical scheme is applied for the
evolution of the hierarchical structure and spectrum
access.

For nodes that have no reliable connections to the
database, they can still avoid spectrum sensing by fetching
spectrum maps from the cluster heads. In other words,
the sessions between the nodes and database are delegated
to a subset of the total nodes, which contains only the
cluster heads. With fewer nodes connecting to the database,
the session construction cost TC in Eq. (1) is reduced.
In the next subsections, we will discuss our framework
in detail from the following aspects: 1) How the cluster
structure is constructed for hybrid access; 2) The overview
and challenges of sessions between secondary nodes and
the spectrum database; 3) How each cluster head makes
the decision about building its session with the database;
4) The adaptive scheme for each node when taking possible
mobility effects into account.

4.2 Hierarchical Structure Construction For Hybrid Ac-
cess
To build the hierarchical structure, we first need to con-
struct the clusters by defining a weight for each node as
a basis for cluster head selection. Different from traditional
approaches, e.g., the node IDs, the relative distances, and so
on, the weight definition here has some different factors that
we need to consider.

Intuitively, we tend to choose nodes that are less mobile,
compared to their neighbors. Moreover, the cluster heads
should have stable connections to reach the database. Last
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Fig. 2. An example of cluster head selection by calculating of each
node’s weight based on Definition 1.

but not least, the cluster heads need to have more available
storage space for storing the downloaded spectrum maps
from the database. Considering these three factors, we give
the definition of the node weight for cluster head selection:

Definition 1. Weight for Cluster Head Selection. Given a
node u, its weight Wu for cluster head selection basis is:

Wu = ↵
Eu

Mu
,

where ↵ is the ratio of the successful connections to the database,
Eu is the maximum number of spectrum maps that can be stored
on node u, and Mu is the aggregate local mobility value at node
u.

The value of ↵ can be calculated from the historical data.
Eu is easily known by node u itself, which is proportional
to its current available storage size. There have been many
works [27] defining the local mobility metrics. We calculate
the value of Mu as:

Mu = var[duv], 8v 2 Nu,

where Nu is the neighbor set of node u, duv is the distance
difference between u and v in a constant sample time
duration, and var is the variance of all duv with respect
to 0. Mu can be obtained through two successive message
exchanges from each neighbor on CCC, and the calculation
of the pairwise relative distance difference duv . A higher
value of Mu indicates that u is more relatively mobile,
compared to nodes in Nu.

Having the weight defined, the cluster construction can
be performed based on the classical existing scheme with
2-hop information [28]:

1) All nodes gather the weight values of 2-hop nodes
over the CCC and mark themselves as uncovered;

2) An uncovered node u becomes a cluster head, if it
has the highest weight Wu among all its neighbors
in Nu;

3) The selected cluster heads and their connected
neighbors are marked as covered;

4) Repeat Steps 2 and 3 until all nodes are covered.

The coverage and connectivity has been proved in [28]. If
two nodes have the same weight, the one with the higher
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node ID is chosen. Each node belongs to one cluster, which
means there is no overlap between clusters. One simple
example is shown in Fig. 2. With the values defined in the
table, the weight of each node can be calculated. For exam-
ple, W3 = 4/0.5⇥ 0.8 = 6.4 and W6 = 2/0.3⇥ 0.9 = 6. The
selected cluster heads are nodes 3 and 6. Among the remain-
ing nodes, nodes 1, 2, and 4 select 3 as their cluster head.
Nodes 5 and 7 select 6 as their cluster head. In addition,
the cluster size constraint can be added. For example, each
cluster has a threshold on its size limit. Our focus here is
to provide the hierarchical framework for hybrid spectrum
access, and will leave the size constraints for future work.
Moreover, even though the selected cluster heads are less
mobile with respect to the other nodes, it is inevitable that
the clusters need to change, e.g., the cluster heads move to
meet each other, nodes move from one cluster to another,
and so on. We will discuss the corresponding adjustments
later.

After the clusters are constructed, node u will access the
spectrum based on the following process:

1) When u needs to access the spectrum and has no
knowledge of the spectrum map, it sends a request
containing its location information to the cluster
head;

2) After the cluster head receives the request, it checks
whether its current storage contains the spectrum
map of u’s location;

3) If the spectrum map exists at the cluster head’s
storage, the cluster head will send the map to u.
Otherwise, it replies with no available spectrum
map;

4) Node u adopts the hybrid spectrum access scheme.
If u receives the spectrum map, it will access the
spectrum based on the map. Otherwise, it will
switch to the sensing-based scheme.

4.3 Markov Decision Process For Session With
Database

After the hierarchical structure is constructed, the most
important task is for each cluster head to download the
spectrum maps from the database and provide correspond-
ing assistances to nodes in the cluster. Since nodes are mo-
bile and the spectrum availabilities vary at different grids,
the spectrum maps stored at the cluster heads have to be
updated. Each cluster head faces two questions regarding
the session with the database:

1) When should it connect to the database and down-
load the spectrum maps?

2) What are the most useful spectrum maps to down-
load for helping nodes in the cluster?

For the first question, cluster heads need to construct
the session with the database and download new spectrum
maps when the nodes’ located grids are changed. However,
if a cluster head connects to the database every time it
receives a new spectrum map request, the sessions with
the database would become too frequent. As a result, it
would pose more time cost during the frequent session
constructions, and also cause more conflicts on the CCC.
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Fig. 3. The left side is the current storage on the cluster head. One
example is that the current state is < 1, 0, 1 >. After taking action <
0, 2 >, the possible new state is < 1, 1, 0 >. The right side is an example
of the state transition graph after the cluster head takes action < 0, 2 >.

For the second question, since nodes are mobile, a cluster
head cannot simply download spectrum maps at the nodes’
current locations, but also has to consider their possible
locations later. This scenario is similar to the speculative
execution. Cluster heads need to make decisions in advance
about which spectrum maps are the most useful to fetch.

To answer the above two questions, we formulate the
decision process on each cluster head as an MDP in the
following parts. We use h to denote a cluster head, and
Cluster(h) to denote the set of nodes in the cluster led by
cluster head h, including h itself. For example, in Fig. 2,
Cluster(3) = {1, 2, 3, 4}. We use Iu, where u 2 Cluster(h),
to denote whether u’s spectrum map at its current location is
available at h. Hence, Ih is a binary value, 0 or 1. We define
the state set as follows:

Definition 2. State Set. The state set of cluster head h is Sh =
{sh|sh =< I1, I2, ..., IN >}, where N = |Cluster(h)|, which
denotes the total number of nodes in Cluster(h).

Obviously, the number of states is finite, with the maxi-
mum possible states equaling 2N . Therefore, each state of h
is a multi-tuple with binary values. For example, in Fig. 3(a),
node 3 is the cluster head. Suppose E3 = 2 (As explained
before, E3 is the maximum number of spectrum maps that
can be stored on node 3). The set of nodes in Cluster(3) is
{1, 2, 3}. The current storage of node 3 stores nodes 1 and 3’s
spectrum maps of the grids corresponding to their current
locations. Then, the state of node 3 is < 1, 0, 1 >, which
means the spectrum maps at nodes 1 and 3’s locations are
in the cluster head’s storage, while the spectrum map at
node 2’s location is not.

Definition 3. Action Set. The action set of cluster head h is
Ah = {ah|ah =< R1, R2, ..., REh >}. Ri = 0 if the ith
entry in h’s storage is not replaced. If the ith entry in h’s storage
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is replaced with the spectrum map at the grid with ID g, then
Ri = g, where i 2 [1, Eh], and g � 1.

Here, the action set is also finite, with the maximal size
equaling (N� + 1)Eh , where � is the expected number of
the possible grids that a node can be at in the next time slot,
and its value depends on the mobility model. A cluster head
takes an action at the beginning of each time slot. This does
not mean that the cluster head needs to build connections
with the database every time. For example, the cluster head
does not need to do anything if it takes an action ah where
all the Ri are 0. To better illustrate the action set, we take
Fig. 3(a) as a simple example. Again, node 3 is the cluster
head. E3 = 2, which means there are two entries at the
cluster head. Suppose node 3 knows that the next position
of node 2 is at the grid whose ID is 2. If the action < 0, 2 > is
taken, it indicates that node 3 does not replace the 1st entry
in its storage, but replaces the 2nd entry with the spectrum
map at grid 2. Then, the state in the next time slot becomes
< 1, 1, 0 >.

Each action taken by the cluster head reflects different
time cost Th in Eq. (1) with u replaced by h. For an action ah,
if 9Ri 6= 0, 8i 2 [1, Eh], it means that the cluster head needs
to connect to the database, and the value of TC increases
at the cluster head. A larger number of nonzero Ri in ah

indicates a larger value of � in Th.
Having the action set defined, the reward function

should take the time cost of the hybrid spectrum access
scheme on each node in the cluster into consideration. Based
on the definition of Tu in Section 3, we use T (sh) to denote
the average time cost for nodes at state sh in Cluster(h):

T (sh) =

P
u2Cluster(h) Tu

N . (2)

Since only the cluster heads connect to the database, the
session construction TC and spectrum downloading time
cost TM in Eq. (1) are 0 for nodes that are not cluster heads.
Consequently, we define the reward as:

Definition 4. Reward. For cluster head h, whose current state
is sh, the reward of taking the action ah is defined based on the
expected average spectrum access time cost of the cluster:

U(sh, ah) =
X

s0h2Sh

P
ah

sh,s0h

1

T (s0h)
, (3)

where sh is the current state, s0h is the new state, and P
ah

sh,s0h
is the

transition probability, which is the probability that taking action
ah in state sh will lead to s

0
h in the next time slot.

The larger value of the reward indicates a smaller value
of the expected average time cost during spectrum access.

In Fig. 3(a), we assume that the cluster head knows the
next position of node 2. Nevertheless, it is impractical for
cluster heads to be aware of the exact future positions of
other nodes. Fig. 3(b) demonstrates a more realistic state
transition graph for Fig. 3(a) after node 3 takes action
< 0, 2 >. Since nodes are mobile, it is likely that the
information stored on the cluster head becomes useless or
contains the spectrum maps for other nodes. Therefore, mul-
tiple states are possible to achieve. We need the transition

probability to describe this process. Clearly, the value of
the transition probability depends on the moving pattern
of each node in the cluster, i.e., we apply the random walk
model[29] in the simulation. The cluster head h is able to
predict the next possible positions of nodes in Cluster(h).
Then, h can determine the value of P

ah

sh,s0h
by checking

whether the spectrum maps for the next possible positions
of each node are at h, and deriving the probabilities of all
the possible s

0
h.

A cluster head needs to choose an action at the start of
each time slot based on its current state. If we determine the
best set of actions that a cluster head should take, obviously,
the two questions raised at the beginning of this subsection
can be answered. Therefore, we study the optimal stationary
policy first and give a heuristic scheme later.

4.4 Optimal Stationary Policy
To begin with, we define the policy for a cluster head h:

Definition 5. Stationary Policy. The stationary policy at
cluster head h is denoted as ⇡ 2 A

|Sh|
h , which maps from each

state sh to an action ah, e.g., ⇡(sh) = ah is the action taken
when the state is sh.

Suppose that the cluster head h’s initial state is sh.
Having the stationary policy ⇡, we can define the value
function as the average time cost of the cluster:

V (⇡, sh) = lim
T!1

1

T

"
T�1X

t=0

U(sh,⇡(sh))

#

, (4)

where T is the total number of time slots. The ideal solution
is to find an optimal policy among all ⇡ to maximize
V (⇡, sh). Next, we prove the existence of the optimal sta-
tionary policy.

Theorem 1. There exists an optimal stationary policy for the
MDP on each cluster head.

Proof. The state space at each cluster head is finite, as
explained above. We need to prove that every stationary
policy leads to an irreducible Markov chain. For all sh 2 Sh,
the transition probability P

ah

sh,s0h
is greater than 0, since the

storage on h is able to be updated to match each state.
Thus, any two states can communicate with each other.
Considering that the state space is limited, the resulting
Markov chain is irreducible by way of any policy. Therefore,
the optimal stationary policy exists on each cluster head.

We use ⇡
⇤ to denote the optimal stationary policy.

Because of the irreducibility of the MDP on each cluster
head, the optimal stationary policy is independent from the
initial state, i.e., V (⇡⇤) = V (⇡⇤

, sh), 8sh 2 Sh. V (⇡⇤) is
the maximum value of the reward function. It is generally
difficult to obtain the structure of the optimal policy. In
addition, the complexity of achieving the optimal policy
is very high. In the following parts, we focus on studying
the mobility influences on the evolutions of the hierarchical
structure and the MDP process at each cluster head, and
proposing a heuristic solution.
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4.5 Adaptive Scheme With Mobility Influences

Although our cluster head selection takes into account the
relative mobility metrics, it is still inevitable that the clusters
need to be updated. Once the clusters are dynamic, it means
that nodes are likely to move among ranges of different
cluster heads. These dynamics not only cause the evolutions
of our hierarchical structure, but also motivate our feasible
solution.

4.5.1 Hierarchical Structure Evolutions

First, we study the cluster dynamics, which affect our hi-
erarchical structure. It mainly includes two scenarios: 1) a
mobile node moves out of the range of its original cluster
head; 2) two cluster heads meet each other.

Scenario 1. Node u can determine whether it is out of
the cluster head’s cover, by sending the request to its cluster
head. Here, u is not a cluster head, itself; otherwise, we
categorize it to the second scenario. If it receives no feedback
after three retries, u can decide if the first scenario happens.

After u concludes that it is no longer covered by the
original cluster head, it calculates its current weight and
broadcasts to its neighbors. For a neighbor v of u, v 2 Nu,
the behavior of v after receiving u’s weight depends on
whether v is a cluster head or not:

• If v is not a cluster head, it records u’s weight, Wu

and does not reply;
• If v itself is a cluster head and Wv > Wu, it replies

its weight Wv to u.

If u receives no replies, which means there is no cluster head
around, u claims itself as a cluster head and broadcasts the
message. Any node v in Nu compares u’s weight, which
is recorded previously, with its current cluster head. If Wu

is greater than the weight of v’s current cluster head, v will
join u’s cluster. If u receives replies from other cluster heads,
it will join the one with the maximum weight.

Scenario 2. For cluster head h, it can determine whether
it meets another cluster head by overhearing the feedbacks
from other cluster heads over CCC. If h overhears a message
that contains the spectrum map information or claims that
the requested spectrum map is unavailable, it will obtain the
conclusion that another cluster head is within its range.

If the cluster head h concludes that it meets another
cluster head, it will broadcast its weight along with its
identity as a cluster head. If a cluster head h

0 receives the
weight of h, h0 replies with its own weight Wh0 . Both h and
h
0 compare their weights. The one with the lower weight

will join the cluster of the one with higher weight. Suppose
Wh < Wh0 and h joins Cluster(h0). Then, h broadcasts a
resigning message. Nodes in Cluster(h) will mark them-
selves as in Scenario 1, which indicates that they are no
longer covered by any cluster head, and react according to
the above scheme for Scenario 1.

With the adjustments under both scenarios, the follow-
ing theorem stands:

Theorem 2. For cluster head h, its weight is greater than or equal
to any node in its cluster, i.e., Wh � Wu, 8u 2 Cluster(h).

 

!
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Fig. 4. An example of hierarchical structure evolution.

Proof. We use induction to prove this theorem. The base
case is the initial clusters without any evolution in either of
the two scenarios. Obviously, Wh � Wu, 8u 2 Cluster(h)
stands since it is how the cluster heads are selected.

The inductive hypothesis is that after x (x > 0) steps
of the adjustments based on Scenario 1 or 2, Wh � Wu,
8u 2 Cluster(h) is true.

If the (x+1)th step is the evolution under Scenario 1 and
node u finds itself not covered by any cluster head, there are
two possibilities. If u joins another cluster, then Wu must be
less than or equal to the weight of its new cluster head. If
u becomes a cluster head itself, then only nodes with lower
weights than Wu will join Cluster(u). If the (x + 1)th step
is the evolution under Scenario 2 and cluster head h needs
to resign itself, then h will join a cluster with a larger weight
of the cluster head. The nodes in the original Cluster(h)
are the same as node u in Scenario 1. Thus, the theorem is
proven.

The motivation behind our evolution scheme is to keep
the dynamics local and the adjustments distributed. Un-
der both scenarios, each node adopts the hybrid spectrum
scheme based on the updated hierarchical structure. An
example is shown in Fig. 4. On the left side, nodes 3 and 4
are the cluster heads, which fetch the spectrum information
to assist nodes in their clusters, i.e., Cluster(3) = {2, 3},
Cluster(4) = {4, 5, 6}. Suppose that when Scenario 2
happens, cluster head 4 needs to resign itself and join
Cluster(3). Then, nodes 5 and 6 face Scenario 1. Node 6
becomes a new cluster head with Cluster(6) = {5, 6}. The
right side of Fig. 4 gives the new hierarchical structure for
spectrum access.

4.5.2 Practical Policy Generation For Cluster Heads

Due to the mobility influences on the stability of the hier-
archical structure and the adjustments of clusters, the value
of T in Eq. (4) has a upper bound. When the clusters are
updated, the MDP on the new cluster heads also need to be
reconstructed. Therefore, we use K to denote the expected
number of time slots in which a cluster stays stable. The
value of K depends on the mobility factors of nodes in the
network, and we will study the influences of different K

values in the simulation.
With the upper limit of the stable time slots, we can solve

the decision process at each cluster head using a modified
value iteration algorithm:

• First, we break up the process by the number of
remaining steps. The total number of steps equals
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Algorithm 1 Optimal policy generation for cluster head h

with total K steps.
1. for each state sh 2 Sh do
2. Q0(sh) = 0;
3. for k = 1 to K do
4. for each state sh 2 Sh do
5. for each action ah 2 Ah do
6. Calculate Qk(sh, ah) = U(sh, ah) +P

s0h2Sh
P

ah

sh,s0h
Qk�1(s0h);

7. Calculate ⇡
⇤
k(sh) = arg max Qk(sh, ah);

8. Calculate Qk(sh) =
P

8ah2⇡⇤
k
Qk(sh, ah);

9. return ⇡
⇤ = ⇡

⇤
K .

K since the cluster head needs to take an action at
the start of each time slot.

• Second, given the optimal policy for (k � 1) steps to
go, where k � 1, we compute the optimal policy for
k steps to go, until k reaches K .

For a cluster head h, we use Qk(sh) to denote the value
of state sh with k steps to go, and Qk(sh, ah) to denote the
value of taking action ah in state sh with k steps to go. We
set the initial vale Q0(sh) as 0 for all sh, which means there
are no steps remaining at state sh. We compute the values
of each state from the values on the next step in a backward
way:

⇡
⇤
k(sh) = arg max Qk(sh, ah)

Qk(sh) =
X

8ah2⇡⇤
k

Qk(sh, ah)

Qk(sh, ah) = U(sh, ah) +
X

s0h2Sh

P
ah

sh,s0h
Qk�1(s

0
h),

where ⇡
⇤
k(sh) is the optimal action that maximizes

Qk(sh, ah) with k steps to go. The details of our algo-
rithm on each cluster head are described in Algorithm 1.
The setting of the value K reduces the complexity of our
algorithm. Starting from 0 steps remaining at each state,
Algorithm 1 calculates the optimal policy with K steps to
go. For example, suppose K = 3. Based on Algorithm 1, the
cluster head first initiates Q0(sh) = 0 for all sh. Next, k = 1,
the cluster head calculates Q1(sh) and stores the action
that maximizes Q1(sh) for every sh. Similarly, the actions
that maximize Q2(sh) and Q3(sh) are stored for each state.
Eventually, each state is associated with its optimal policy
regarding K = 3. Next, we give the complexity analysis of
Algorithm 1.

Theorem 3. The complexity of generating optimal policy for a
cluster head with total K steps is O(2N (N� + 1)EhKl), where
l is the maximum number of non-zero outgoing transitions.

Proof. The number of Qk(sh) values at each step is the
number of actions times the number of states, which is
O(2N (N� + 1)Eh), as explained in Section 4.3. The time
cost for computing Qk(sh) is O(1). The total number of
loops to calculate Qk(sh) is O(Kl), where l is the max
number of non-zero outgoing transitions. Therefore, the
total complexity of Algorithm 1 is O(2N (N�+1)EhKl).

TABLE 1
Simulation settings.

Parameters Values
Number of nodes [20, 55]
Transmission range of each node [5, 80]m
Maximum speed [5, 15]m/s

Pause times [0, 30]s
TS 0.5s per time
TD, TC , TM 0.1s, 0.5s, 0.5s
Eh [2, 6]
K [2, 6]
Number of PUs 50

Considering that the cluster sizes and values of K are rel-
atively small among the mobile nodes, Algorithm 1 provides
a practical solution for cluster heads to select optimal policy
in a short term under the dynamic environment. We will
study the influences of varying cluster sizes and K values
in the simulations.

5 PERFORMANCE EVALUATION

In this section, we first describe our simulation settings.
Then, we present the simulation results of our framework
from different aspects.

5.1 Simulation Settings
Table 1 shows the overview of the main simulation parame-
ters. We discuss the detailed settings from three aspects, SU
model, spectrum map model, and evaluation metrics, in the
following parts.

5.1.1 SU model

We randomly distribute a number of nodes in a network
with range 200m ⇥ 200m. The whole spectrum is divided
into 5 channels. Each node needs to find an available one
to access. The transmission range and the number of nodes
are dynamic parameters. We apply the random way point
model, with different values of maximum speed. For each
set of the maximum speed, we pick random pause times
from the range. For simplicity, we set the average values
for TS, TD, TC and TM , which are listed in Table 1. The
maximum number of spectrum maps that a node can store
randomly varies from 2 to 6.

5.1.2 Spectrum map model

The network is divided into grids, and the size of each
grid is 10m ⇥ 10m. There are 50 PUs randomly distributed
in the network. We assume that the PU active ranges, or
spectrum availabilities in one grid, are the same. Therefore,
each grid is associated with a spectrum map. We construct
a virtual database which contains the spectrum maps at
all grids. Nodes in one grid need to get the corresponding
spectrum map. Otherwise, the spectrum sensing is applied.
If a node moves to another grid, then the new spectrum
map is needed. The probabilities of successful connections
among nodes and the spectrum database are varied from
0.8 to 1.0. If more than one nodes connect to the database at
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TABLE 2
Number of clusters

Number of nodes 20 25 30 35
Average cluster size 2.7 2.96 3.4 3.67

Number of nodes 40 45 50 55
Average cluster size 3.81 3.85 4.2 4.39
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Fig. 5. Cluster head change rate.

the same time and they are within each other’s transmission
range, they would adopt the IEEE 802.11 backoff algorithm
with the unit window length as TD.

5.1.3 Evaluation metrics

We first evaluate the reliability of our proposed hierarchical
structure by changing the number of nodes and average
transmission range of each node. We show the differences
by varying the two parameters: the number of cluster sizes
and the rate of cluster head changes.

Then, we evaluate the spectrum access performances
under the hierarchical structure from the following two
aspects:

• Access Scheme distributions: the distributions
among the hybrid spectrum access scheme, which
are sensing-based and spectrum map-based;

• Average time cost: the average time cost for spectrum
access for each node in a cluster. We compare our
results with two non-hybrid schemes.

Finally, we study the influences of the parameter K in
Algorithm 1. We vary the value of K in the range of [2, 6].

5.2 Simulation Results
The simulation results are presented based on the above
three metrics.

5.2.1 Hierarchical structure influences

We show the average cluster sizes by changing the number
of nodes in Table 2. When the number of nodes increases,
the average cluster size also increases because of the larger
node density. To show the rate of cluster head changes,
we vary the average transmission range of each node from
5m to 80m, and count the average number of cluster head
changes per second. We compare two different maximum
moving speeds 5m/s and 10m/s. The results are shown
in Fig. 5. When the average transmission range increases,
the number of cluster head changes first increases, and then

decreases. This is because when the transmission range is
very small, the number of nodes in each cluster is relatively
low. Therefore, there are fewer changes of cluster heads.
When the transmission range increases, the cluster head rate
increases. However, the transmission range becomes larger,
each node needs to move a longer distance to cause the
cluster head change. Moreover, through comparing the two
lines in Fig. 5, the cluster heads change faster when the
maximum moving speed is larger.

5.2.2 Spectrum access performances

We first evaluate the distributions of two spectrum ac-
cess schemes: sensing-based and spectrum map-based. We
change the number of nodes and show the distribution
differences in Fig. 6(a). The influences of varying transmis-
sion ranges to the access scheme distributions are shown
in Fig. 6(b). When either the number of nodes or the aver-
age transmission range increases, the proportion of nodes
adopting the spectrum map based scheme becomes smaller.
This is because in both situations, the average cluster size
becomes larger and each cluster head needs to serve more
nodes. The number of nodes that are unable to fetch the
corresponding information from cluster heads increases.
Moreover, in both figures, the proportion of nodes adopting
the spectrum map-based scheme reduces more slowly when
the number of nodes or the average transmission range
becomes larger.

In Fig. 6(c), we compare the average time cost of spec-
trum access among three schemes: our hybrid scheme under
the hierarchical structure, the sensing-based scheme, and
the spectrum map-based scheme. From the results, we can
see that when the number of nodes increases, the average
time cost increases for all three schemes. At the beginning,
the sensing based scheme has the highest time cost among
the three. This is because nodes may perform spectrum
sensing multiple times since it has no information about
the spectrum availabilities. When the nodes increase in
number, the spectrum map-based scheme takes a longer
time to access the spectrum. This is because more mobile
nodes send requests to the database, and each session to
reach the database faces more potential conflicts, which
results in a longer time cost. Our hybrid scheme with the
hierarchical structure is affected less when the number of
nodes increases, since only cluster heads connect to the
database and there are fewer conflicts.

5.2.3 Influences of different algorithm parameters

We show the results of three K values in Fig. 7. In Fig. 7(a),
we change the maximum speed from 5m/s to 15m/s. The
average time cost increases under all three K values. At
the beginning, the larger K value shows lower time cost.
However, when nodes move with the maximum speed
15m/s, K = 6 results in a longer time cost compared to
K = 4. This is because when the maximum speed increases,
the hierarchical structure evolves faster. In Fig. 7(b), K = 6
shows the best performance on the average time cost among
the three settings. However, the difference of the average
time cost reduces between K = 4 and K = 6 when the
number of nodes increases. This is because cluster heads
change more frequently.
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Fig. 6. Comparison of spectrum access performances under different settings.
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Fig. 7. Influences of different K values on average time cost.

6 CONCLUSION

We proposed a mobility-compatible spectrum access frame-
work in a database-assisted environment. We considered
the situation where not every node was able to reach the
database and proposed a hybrid spectrum access scheme
based on our hierarchical structure. We selected cluster
heads through their relative mobility metrics, storage limits,
and connection qualities to the database. Only cluster heads
connected to the database and provided assistances to nodes
in their clusters. We formulated the fetching process on each
cluster head as an MDP. In addition, the mobility influences
were taken into account. We studied the evolutions of our
hierarchical structure and presented a practical algorithm
for each cluster head’s decision on the best spectrum maps
to download. Furthermore, we conducted simulations for
evaluating our framework. As future works, we are study-
ing the performance on large networks with more practical
communication overhead.
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