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mpl
Dynamic Voltage and Frequency
Scaling (DVFS)

0 Background:
o0 high performance lead to high energy
consumption.

oDVFS allows processors to adjust

othe supply voltage or

othe execution frequency

to operate on different power/energy levels.
oIt is considered an effective way to achieve the
goal of saving energy

2012-9-13 ICPP 2012 4



T

Motivational Example

oAssumptions:
oProcessors must execute at a same frequency, and after initial
setting the execution frequency cannot change.
oPower consumption: p = f3, f can be from [0, infinity). When a
processor is idle, it consumes no power.
o Tasks cannot be preempted.

oDenote when executing at a same fixed frequency f; , the
execution time of task i on the jth processor M;, by t; ;.

oConsider scheduling four tasks on two processors.
ty1 = 30;t1, =50; t,1 = 12; ty, = 35;

t31 = 15;t3, = 24, t41 = 12; t,, = 10.

Deadline D = 100.

2012-9-13 ICPP 2012 5



Motivational Example

oGoal:
ominimize the overall energy consumption and no
task misses the deadline.

o Two steps:
oPartition the tasks to processors.
oSet the same frequency for the processors such
that the processor with the highest workload
finishes its task(s) exactly at the deadline D.
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Motivational Example

o Existing partitioning approaches:
0 Min-min:

In the first phase, the set of tasks’ minimum expected
completion times is calculated (for all unassigned tasks).

In the second phase, the task with the over-all minimum
expected completion time in the set (derived by the first phase) is
chosen and assigned to the corresponding processor.

Then, this task is removed from the unassigned task set, and
the procedure is repeated until all tasks are assigned.

oMax-min:

This heuristic is very similar to the min-min heuristic.

The only difference is that, in the second phase, the task
with the overall maximum expected completion time among all of
the unassigned tasks is chosen and assighed to the corresponding
processor.
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Motivational Example

t11 = 30; t1, = 50; ty1 = 12; ty 5 = 35;
t3,1 — 15, t3,2 — 24, t4,1 — 12, t4,,2 - 10,

O Partition by min-min
oMin(30, 12, 15, 10)

0 Partition by max-min
oMax(30, 12, 15, 10)

0 These two approaches are commonly

Used to achieve workload balanced

partition. Does a workload balanced
partition really result in less energy

consumption?
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Motivational Example

o What is the ideal optimal solution, if we allow splitting

the tasks arbitrarily?
090% of t; on processor M;, 10% on processor M,.
0100% of t, on processor M;.
0100% of t3 on processor M,.
0100% of T, on processor M,.

oIntuition: a solution which is c/ose to the ideal optimal

solution should be better in terms of minimizing energy

consumption. Two possible methods to get a better solution:
oRelaxation-based Naive Rounding Algorithm (RNRA)
(Does not work well for general cases)
oRelaxation-based Iterative Rounding Algorithm (RIRA)
(The method we propose).
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Motivational Example
o Partition by RIRA

M, T1(1) 7,(2)

o After partitioning, set the
frequency such that the Myl wmB) ()
processor with the highest
workload finishes its task(s)
exactly at the deadline D.

(c) Partitioned by our RIRA approach

oEnergy consumption comparisons:

Overall energy consumption
min-min max-min | Our Proposed RIRA

21.7683f2 | 18.225f7 13.4064 f2

oOur proposed RIRA achieves a much better
performance in terms of minimizing energy
consumption.
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Task Model —

o A set of frame-based tasks {1, 15, ..., T,} that
are released at time 0 and share the same
deadline D.

oEach task t;'s execution requirement: C;.
o The execution time of task t; when it is executed
at frequency f on a processor with execution
efficiency A:

Ci/ (Af).

oTasks cannot be preempted.
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Platform Models —

o Define }; ; as the execution efficiency of
processor M; when it is processing task t;. Then

the execution time of task t;, if it is executed on
processor M;, can be calculated as C;/(A; ;).

oPower consumption models
oProcessors can operate in two modes.
oRun mode: p = f3
oIdle mode: consumes zero power
oWhen a processor has no task to execute, it transitions
into idle mode immediately without any overhead.
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Platform Models

0 Three platform types
oDependent Platforms without Runtime Adjusting
all of the processors must operate at a same frequency, and the
same execution frequency cannot be adjusted during runtime.

oDependent Platforms with Runtime Adjusting
all the processors must operate at a shared frequency, and the
shared frequency can be adjusted during runtime.

oIndependent Platforms

processors can operate at different frequencies at any time, and
can adjust their execution frequencies independently
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Problem Definition

o Given a set of frame-based tasks, our goal is to
schedule all of the tasks on m heterogeneous
processor, such that no task misses the deadline and
the overall energy consumption is minimized.

oA scheduling consists of two steps.
oThe first and the main step is to produce a partition with
the goal of achieving minimal energy consumption.
oFrequency setting for different platform types.
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Problem Definition

o For dependent platforms without runtime adjusting

o The shared frequency should be chosen such that the
processor with the greatest workload completes all of the
tasks assigned to it exactly at the deadline D.

oFor dependent platforms with runtime adjusting
oWe can further determine the optimal frequencies, for the
running processors, in different time intervals.

oFor independent platforms
oAll processors are slowed down independently such that each

processor completes all of the tasks assigned to it exactly at
deadline D.
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Relaxation-based Iterative Rounding L
Algorithm (RIRA)
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N
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Scheduling on Dependent Platforms I]_[I

without Runtime Adjusting

o Intuition:
othe task with the greatest execution requirement can be
considered as the most "influential” task, and thus, should be
considered first.

oDefine the Average Execution Cycles (AEC) of task t; as
AEC; = —3™, c¢;/r; and sort the tasks in the order
Ti Tiy s Ty such that AECE1 > AEC,—:Z = et 2 AECin-

oThis is also the order that we will assign tasks in.

oWithout loss of generality, from now on, we assume that tasks
are already in the order: AEC, > AEC, > --- > AEC,,
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Scheduling on Dependent Platforms I]_[I
without Runtime Adjusting

0 Formulation: to achieve a partition with the objective
of saving energy, the problem can be formulated as:

min Eiotal = f? Zm (Z?lﬁj—a)
s.t. Zf’_llf — fD<0,V3=1,2,-
T1j=00r1‘v’?—12 -n7—12
! Yo iy =1,Vi=1,2,-
0<z; <1, f>0.

0 This binary integer programming problem is NP-hard.
0 Relaxation: (allow splitting the tasks arbitrarily to
achieve the ideal optimal solution.)
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Scheduling on Dependent Platforms I]_[I

without Runtime Adjusting

oRounding:
osince tasks are already in our desired order, the solutions

X11,X1,2, -, X1 m indicate the optimal assignment of the most

influential task ;.
oWe find the maximum among x; 1,x1 5, ..., X1 ., , denoted by

x1,j+, and assign t; to processor M;-.
oWhich means: x; ; =0, forj #j and x; ;» = 1.

oUpdate the problem:
min Erotal = f2 Y imy (i 554
st S —A-'*';f —fD<0,¥j=1,2--,m.
0<z;; <L Vi=2,--- m:Vj=1,2,--- ,m.
Zm ri;=1LVi=2---,n

=1 "1,
f=0.
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Scheduling on Dependent Platforms I]_[I

without Runtime Adjusting

Algorithm 2 RIRA
Input:

Overall algorithm:

Iteratively round and update
until (n — 1) tasks have been
assigned. For the last task n,
we just select the assignment
that achieves the minimal
overall energy consumption
among all possible assignments
of the last task.
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The sorted task set T = {71.72.--- .7} and associat-
ed WCECs, ("1, Cs, - - - , (' processor efficiency matrix,

-‘:s"ill! xlﬂ.;

Output:

N B T T T SR

[~ ]

13:

Binary matrix Assign, ., indicating the final assignmen-
L

: Initialize the the assignment matrix: Assign,; ; = 0,¥i =

1.2.---.n;j=1.2,--- .m:
fori:=1ton—1do

Solve Optimization problem F;:

Ly ge = LT 1, 0 T )

for j :=1 tom do

i =k

end for

Assignij =1

rije = 1:

Update the optimization problem to be Fiqq:

. end for

: Assign the last task 7, such that the final assignmen-

t achieves the minimal energy consumption among all
possible assignments for the last task. Denote this by
_ri.#.-'ﬂ_{,rr.l.”‘jr = 1:
return Assign:
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Scheduling on Dependent Platforms I]_[I

without Runtime Adjusting

12(2)

313 [Tk(6

T1(1)

T5(5) [l

T4(4)

]

.

oExample:
. Mg £y 4
i ' . sl — . S ¥ —
i=1 j=2 j=3 j= j = j =
| 7 ) A N 10 175 70
2 G 5 2 3 16 40 26.67
3 3 A N 2 7.5 £l 15
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! (1] 50602 [IELEE 1] 1 1]
] . . 0 0 1
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Scheduling on Dependent Platforms I]_[I

without Runtime Adjusting

o After Partition

O The shared frequency is set such that the processor with the
greatest workload finishes its tasks exactly at the deadline.

T2(2)  |r4(3)[r,slB) |

T2 (2) | T3z(3) |"-'5[5] |

r1l1} rEIE} {7 | T4 (1) | Ts(5) T 7) |

T4(4) a8 | T4(4) Jrs['ﬂ.'l | D

(d) RIRA

oEnergy Consumption Comparisons:
omin-min heuristic 11.3
omax-min heuristic 10.7
ORNRA 8.464
ORIRA 8.08
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Scheduling on Dependent Platforms I]_[I

with Runtime Adjusting

0Adopt the same partition as that for Dependent
Platforms without Runtime Adjusting.

OoAfter partition.
oWe can determine the optimal frequency setting for each time

interval.
o T :Ei?j Cg, . .
Uj o Zi:l "y (sort in ascending order)
min e = Z}“:l (m —j + l},f?[f;"j —U._q)
. m Uij=0-1

s.t. Z_g’:l —-’—h-’— < D
0<U=l=t <D f >0 =12, m
f, = 2= (U = Ujm)¥m—j+1
e Diym—g+1
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Scheduling on Dependent Platforms
with Runtime Adjusting

f1 ¥ I'-1

e T5(5)

U; = 14.44 Fa.t

U, =175
e Oy — 3975 Fa ts

I - |
r3131|n.t41 1(7) | T28) t
44.3884 595.5912 100

(a) Sorted workloads after the min-
min partition

(b) Runtime frequency adjusting, f1 = 0.3254, fo =
0.3725, fz = 0.4693, t; = 44.3884, to = B.2028,
tz = AT.4088

oEnergy Consumption Comparisons
omin-min heuristic 10.3375,
omax-min heuristic 10.4740,
OoRNRA 8.1617,
ORIRA 7.8776.
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Scheduling on Independent Platforms

o Problem formulation and relaxation
min Erotat = pr 2y (i —0)3
S.t. Z;Tllflj:lvz:ljzj
0<z;; <1,Vi=1,2,--- ﬂ,‘v’g—l 2,

0Assign the most influential task, then updaTe ’rhe
problem.

. ] OFRN
min Eiotal = #ZT (O im :LA'fj )?
s.t. Z; (T =1,Vi=2,-
Ogmi,jgl,‘v’z=2,---,n,‘v’g=1,2,---,m
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Scheduling on Independent Platforms

0 Partition by RIRA. oAfter partition, processors adjust their
execution frequencies independently such

that each processor finishes its tasks
exactly at the deadline D.

‘ 71(1) 7,(2) 73(3)
L) | 1@ |
T5(5) poA7hTy(8) | T5(5) T7(7) [ 75(8)
r4(8) | el6)
| AL Z0) D

(b) RIRA

o Energy consumption comparisons
omin-min heuristic 7.11
omax-min heuristic 8.92
ORNRA: 6.14.

ORIRA: 5.84.
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Simulations

0 Settings:

2012-9-13

0Scheduling 20 tasks to 6 processors.

oFor each platform type, we randomly generate 20
processor efficiency matrix.

oFor each efficiency matrix, we randomly generate 20
sets of task execution.

oOn a given type of platform, for a given processor
efficiency matrix, we compare the average normalized
energy consumption (normalized by the ideal optimal
solution) of the 20 randomly generated tasks.
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Simulations

3
28}
26}
247 —s— Max-min
221 —— RNRA

ol —— RIRA

Average normalized energy consumption

20 processor efficiency matrices

(a) Dependent Platform without Runtime Adjusting
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Simulations

c 3 T T
O
Qa 28}
g I
g 261 | .
o 24l —o— Min—min
- .
| —=— Max—-min
m -
. ——RNRA
2-
3 —+— RIRA
N 18t ]
]
E 156}
@]
=
o 14t
{@)]
g 12}
d: -1 1 1 1
0 5 10 15 20

20 processor efficiency matrices

(b) Dependent Platform with Runtime Adjusting
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Average normalized energy consumption

Simulations

26
24+
22+
—o— Min—min
A —&— Max—min
sl ——RNRA
—+— RIRA
16} i
14} 1

20 processor efficiency matrices

(¢) Independent Platform
ICPP 2012
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Conclusion

0 A Relaxation-based Iterative Rounding Algorithm
(RIRA) is proposed for energy-aware task allocating
and scheduling.

oThree typical platform types are considered. Our
proposed RIRA is suitable for all of the three platform

types.

oExperiments and simulations verify the strength
of our approach.



Thank you!

Questions?

dawel.li@temple.edu
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