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1 Abstract

The sudden advancement in Natural Language Processing (NLP) models, such as GPT
and other large language models (LLMs), has revolutionized text generation by producing
coherent and contextually relevant content that mimics human writing. While these capa-
bilities enhance various domains like content creation, education, and customer service, they
also pose challenges concerning authenticity, plagiarism, misinformation, and accountability.
This project addresses the critical task of distinguishing between AI-generated
and human-written text through a comprehensive evaluation of linguistic and
statistical metrics. Using datasets tailored to this purpose, multiple machine learning
models, including traditional algorithms like Logistic Regression and advanced models like
Multilayer Perceptron and XGBoost, were tested for their performance. The results high-
light the effectiveness of models like XGBoost and Multilayer Perceptron in achieving high
accuracy and F1 scores across various datasets. This work provides a robust framework
for enhancing transparency and ethical AI usage, contributing to a secure and accountable
digital ecosystem.

2 Introduction

AI models, such as OpenAI’s GPT and similar large language models (LLMs), can now pro-
duce coherent, contextually relevant, and persuasive text that often mimics human writing.
While these capabilities have transformed various domains, they have also raised significant
concerns.

Distinguishing between AI-generated text and human-written text has become crucial
for maintaining trust, ethical standards, and accountability in communication. Whether
it is identifying AI-generated academic essays, detecting machine-generated fake news, or
ensuring transparency in automated responses, the ability to discern the source of text is
essential in today’s digital age. However, current tools have notable limitations that call for
the development of more robust, accurate, and scalable methods.

To address this, this project leverages a comprehensive suite of linguistic and statistical
metrics to build a robust and scalable detection method. These metrics include Perplexity,
Entropy (character-wise and word-wise), Burstiness, Stylometric Analysis, N-gram (bi-gram
and tri-gram) Analysis, Semantic Coherence, and Repetition Detection (repeating words,
ratio, and n-gram counts). Additional measures encompass Syntactic analysis, Psycholin-
guistic features, Readability scores (e.g., Flesch-Kincaid), Sentiment polarity, Interrogative
content analysis, Cognitive load indicators, and various character-level features, such as
special character and punctuation counts, as well as error patterns like spelling and gram-
matical errors. To enhance reliability, multiple machine learning algorithms are employed to
identify the optimal model for distinguishing AI-generated from human-written text. This
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project is both timely and critical, contributing to a more transparent and accountable use
of AI in modern communication.

3 Related Works

The task of distinguishing between AI-generated and human-generated text has gained sig-
nificant attention in recent years, leading to the development of numerous methodologies
and metrics tailored to this purpose. Early AI-generated texts were relatively easy to iden-
tify due to their lack of coherence and limited vocabulary. However, modern LLMs, such as
OpenAI’s GPT series, have achieved a level of fluency and contextual understanding that
often makes their outputs indistinguishable from human writing. Researchers have explored
various approaches to address this issue, including watermarking, statistical and stylistic
analysis and machine learning analysis [2] but each method presents unique challenges, es-
pecially as AI models continue to improve in mimicking human writing styles. A study
introduced SeqXGPT, a method based on convolution and self-attention networks utilizing
log probability lists from white-box LLMs as features for sentence-level AI-generated text
detection. Experimental results show that previous methods struggle in solving sentence-
level AIGT detection, while our method not only significantly surpasses baseline methods
in both sentence and document-level detection challenges but also exhibits strong general-
ization capabilities [23]. Another paper leveraged state-of-the-art machine learning models
such as RoBERTaBase, RoBERTa-Large, and SVM, to detect subtle differences in language
patterns, stylistic features, and semantic nuances. This paper presents evidence that helps to
support the challenge that human-generated sentences can be differentiated from sentences
generated from GPT-3.5-Turbo [24].

For this project, I reviewed and analyzed related works corresponding to each metric that
I decided to work with, incorporating details about them into the methodology section to
provide a comprehensive understanding of the field. In addition to discussing these works in
depth, I have compiled supplementary materials, including links to relevant research papers,
and tools, to aid in deeper exploration. These resources have been curated and are available
in the GitHub repository LLMMetricsResearch (https://github.com/hrdikshrma/LLMMetricsResearch).
This repository serves as a consolidated hub for understanding the landscape of distinguish-
ing AI-generated text from human-written text and highlights the progression of this field.

4 Methodology

4.1 Proposed Approach

The diagram (Figure 1) illustrates a workflow for this project.

1. The process begins with loading raw text data. The dataset contains textual data
such as paragraphs or sentences and a label for whether it is AI-generated or human-
written. It can also some metadata such as its source and other characteristics.

2. For each record in the text dataset, specific features or metrics are calculated.

3. Once features are extracted, the data is preprocessed to ensure it is suitable for ma-
chine learning. Preprocessing involves: (1) removing missing values,i.e., eliminating or
imputing records with incomplete feature sets. (2) normalizing the data, i.e., scaling
features to a uniform range or distribution to improve model performance.
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4. The dataset is split into three subsets namely, training set, for model training, valida-
tion set, for tuning hyperparameters and testing set, for evaluating the final model’s
performance on unseen data.

5. Various machine learning models are trained and evaluated using the validation set
to determine the best-performing algorithm. Examples of algorithms that could be
applied include random forests, support vector machines (SVMs), or deep learning
models. The best-performing model is then used to make predictions or classifications
on the test data.

Figure 1: Proposed Approach

4.2 Datasets

To ensure the generalizability of the results and to avoid any potential biases in the modeling
process, I tested the workflow on three diverse datasets. This approach not only aims to
improve the reliability of the evaluation but also ensures the model’s adaptability to various
real-world scenarios.

1. DAIGT - Catch The AI: This data consists of different LLMs , such as: Mistral-
7B(v1&v2) , Llama 70b , Falcon180b ,GPT(3.5 & 4), Claude.

Training Records: 25969, Validation Records: 2730 and Testing Records: 2730

Link: https://www.kaggle.com/datasets/zeyadusf/daigt-all-data-for-competition

2. DAIGT - Mixed Paragraph Dataset v1: All Records: 74868 unique records

Link: https://www.kaggle.com/datasets/serjhenrique/daigt-mixed-paragraph-dataset-
v1

3. LLM - Detect AI-Generated Text Dataset: The dataset comprises of a mixture
of 28,000 student-written essays and essays generated by a variety of LLMs.

All Records: 27340 unique records

Link: https://www.kaggle.com/datasets/sunilthite/llm-detect-ai-generated-text-dataset
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4.3 LLM Metrics

4.3.1 Perplexity

For a given text, Perplexity is a measure of how well a language model predicts the text.
Lower perplexity indicates the text is more predictable or aligned with the language model’s
training, while higher perplexity suggests the text is harder to predict. We can calculate
the perplexity of a given text using a pre-trained language model, in my case, I used bert-
base-uncased.

AI-generated text tends to have lower perplexity because AI models are designed to
minimize uncertainty and produce highly probable sequences of text. Human-written text
typically has higher perplexity due to greater variability and unpredictability [1].

It is important to note that this difference in perplexity doesn’t necessarily indicate
quality. Lower perplexity in AI-generated text doesn’t mean it is better; it simply means
it is more predictable according to the model’s training. Human-written text, with its
higher perplexity, often contains more creativity, nuance, and unexpected insights, which are
valuable qualities in many contexts. As AI models continue to advance, the gap in perplexity
between AI and human-generated text may narrow, making detection and differentiation
more challenging

4.3.2 Entropy

For a given text, Entropy measures the randomness or diversity of word/character usage
by evaluating the probability distribution of words/characters in the text. Higher entropy
indicates greater variation in word/character choice, while lower entropy suggests repetitive
or predictable language. I have calculated the word-wise entropy and character-wise entropy
of each text.

In most cases, human-generated text is likely to have greater entropy than AI-generated
text [2]. This is because (1) Humans introduce more unpredictability and variability in their
writing. (2) AI models, especially advanced ones, are designed to minimize uncertainty and
produce highly probable sequences of text. (3) Human writing often includes unique insights,
unexpected connections, and creative elements that increase entropy.

However, it is important to note that this can vary based on the specific AI model used,
the type of text generated, and the measurement method.

4.3.3 Burstiness

For a given text, Burstiness measures the unevenness or irregularity of words across the text.
If a word appears in quick bursts (closely clustered positions) rather than evenly spread, it
has higher burstiness. The metric is calculated based on the intervals between occurrences
of the same word.

Perplexity treats each word prediction as equally important, disregarding the bursty
nature of language, where certain words or phrases occur more frequently in specific con-
texts. While Perplexity measures how well an AI model forecasts the next word, Burstiness
goes beyond by capturing the intricate dance of words, revealing their hidden patterns and
clustering [3].

A higher burstiness score indicates more word repetition relative to the vocabulary size.
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4.3.4 Type-Token Ratio

For a given text, Type token ratios (TTR) are a measurement of linguistic diversity. They
are defined as the ratio of unique tokens divided by the total number of tokens. This mea-
surement is bounded between 0 and 1. If there is no repetition in the text this measurement
is 1, and if there is infinite repetition, it will tend to 0. This measurement is not recom-
mended if analyzing texts of different lengths, as when the number of tokens increases, the
TTR tends to flatten. More advanced measures like Moving Average Type-Token Ratio
(MATTR) may provide more reliable comparisons across different text lengths.

If the text or the document has the lowest TTR value then it has more function words
than the content words [4]. Function words are the filler words of a language, such as
pronouns, prepositions, and modifying verbs, that fit around the content of a sentence.

4.3.5 Moving Average Type-Token Ratio

For a given text, MATTR is calculated by choosing a window length (say 500 words) and
then computing the TTR for words 1–500, then for words 2–501, then 3–502, and so on to
the end of the text. The mean of all these TTRs is a measure of the lexical diversity of the
entire text and is not affected by text length nor by any statistical assumptions. Further,
the individual TTRs can be compared to detect changes within the text. This helps smooth
out fluctuations caused by varying text lengths.

Human-written texts tend to show greater lexical diversity and vocabulary richness. AI-
generated texts often exhibit lower TTR scores, indicating less variety in both tokens and
structures used [5].

4.3.6 Average Sentence Length

For a given text, the average sentence length of an input text is useful for analyzing the
complexity of writing style — longer sentences might indicate more complex or formal
writing. It is calculated by dividing the total number of words in the text by the total
number of sentences.

Human-written texts tend to have more varied sentence lengths, mixing short and long
sentences for rhythm and emphasis. AI-generated text often shows more uniform sentence
lengths, lacking the natural variation found in human writing.

Average sentence length should be used alongside other metrics like lexical diversity, per-
plexity, and burstiness for more accurate differentiation. This metric alone is not definitive.
Advanced AI models can be programmed to vary sentence length. The effectiveness of this
measure may depend on the specific AI model and how it is trained. Human writing styles
differ greatly, so there’s no one-size-fits-all threshold for sentence length. Authors in this
publication stated that sentence complexity (depth) is the only category without a signif-
icant difference between humans and ChatGPT-3, as well as ChatGPT-3 and ChatGPT-4
[6].

4.3.7 Stopword Frequency

For a given text, stopword frequency calculatez the frequency of function words (e.g., prepo-
sitions, conjunctions, articles, and pronouns) in each text. Function words, often called
stopwords, are essential for grammatical structure but carry less semantic meaning. The
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function computes the ratio of function words to the total number of words, helping analyze
writing style and formality.

AI models and humans tend to use function words differently. AI-generated text often
shows more consistent and predictable patterns in function word usage. Human writers
typically have more varied and context-dependent use of function words. Because Large
Language Models work by predicting the next word in a sentence, they are more likely to
use common words like “the,” “it,” or “is” instead of wonky, rare words [7].

4.3.8 N-Grams Calculation

Bi-grams are consecutive pairs of words, and we identify the top 5 most frequently occurring
bi-grams in the text. Tri-grams are consecutive sequences of three words. This analysis helps
uncover common word pairs, which can provide insights into writing patterns or repetitive
phrases. N-gram analysis can capture subtle differences in how AI and humans use context
and phrase structure. Human writing typically involves more varied n-grams and creative
language choices.

AI-generated texts often show more consistent and predictable n-gram patterns. Human-
written texts typically exhibit more varied n-gram distributions, especially for higher values
of n. AI-generated texts have been found to have a higher frequency of the same n-grams,
particularly in higher n-gram ranges [1]. This increased repetition in AI text suggests that
language models identify certain sequences as ”safe bets” for generation.

4.3.9 Semantic Coherence

For a given text, semantic coherence measures how closely related consecutive sentences
are. Semantic coherence indicates the flow and logical connection between sentences. This
method can capture nuanced differences in how AI and humans maintain logical flow and
connections between ideas. It is calculated by using embeddings generated from a pre-
trained transformer model (in this case, I used Sentence Transformer).

Advanced AI models are continuously improving in generating coherent text, potentially
narrowing the gap with human writing. The effectiveness of this measure alone may not be
sufficient, as AI-generated text can sometimes maintain high coherence levels. The choice
of the pre-trained model for generating embeddings can influence the results. A publication
stated that features in coherence and consistency are significant to predict human-written
and AI-generated texts. AI-generated texts have higher coherence but have lower internal
consistency. Both the text generated by humans and that generated by AI can deliver
semantic information, which results in machine learning models based on semantic features
having limited explanatory power [8]. In another work, Fröhling and Zubiaga categorized
linguistic features according to which potential weakness of AIGT they measure: (1) lack
of syntactic and lexical diversity; (2) repetitiveness; (3) lack of coherence; and (4) lack of
purpose [9][13]. In another research, the comparison between human and AI-generated texts
reveals that while AI systems like ChatGPT can produce academically sound writing, human
writers still hold the advantage of making more nuanced and sophisticated content. Human-
authored texts consistently demonstrate a wider range of cohesive techniques, including more
subtle forms of cohesion, such as substitution and ellipsis, that contribute to a more dynamic
and flexible writing style. Human writers are also better at progressively developing their
ideas, integrating new information to build on previous concepts, and enhancing the text’s
overall coherence. This is a key area where AI-generated texts often fall short, as they
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rely heavily on explicit cohesion through conjunctions and lexical repetition, making the
structure feel overly linear and somewhat predictable [10].

4.3.10 POS Tagging

For a given text, Part-of-Speech (POS) tagging on a given text categorizes the counts of
different POS tags into predefined categories (e.g., nouns, verbs, modifiers). POS tagging
identifies the grammatical role of each word in the text (like noun, verb, adjective), and
categorizing these tags helps in understanding the structure and style of the text.

The syntactic analysis using POS tags alone may not be highly effective in distinguishing
AI from human text. One study found no significant differences in UPOS (Universal Part-
of-Speech) tag distribution between AI-generated and human-written texts [11]. Another
study presented a model that classifies human or computer-generated texts, using vocabulary
richness metrics and POS label ratios to train a simple artificial neural network for Spanish
classification, and some other features to build a Näıve Bayes Model for English classification.
The objective is to classify texts in both English and Spanish. The results show a Macro
F1 of 0.67 for the texts in English and 0.6441 for the texts in Spanish. These numbers
show that the classifier can distinguish computer-generated texts from human texts using
the POS features with some reliability, although it is clear that there is a lot of room for
improvement [12].

4.3.11 Repetition Analysis

For a given text, word repetition analysis is performed to find word repetitions in each text.
It identifies words that occur more than once and calculates the repetition ratio, which is
the proportion of repeated word occurrences to the total number of words. This helps in
understanding the redundancy or emphasis in the text. The word repetition ratio provides
a quantitative measure that can be compared across different texts, potentially revealing
differences between AI and human writing styles.

AI-generated texts often show more consistent repetition patterns, especially in phrases
(n-grams) learned from the training data [13]. Human-written texts typically have more
varied repetition, with both high and low repetition rates, reflecting natural thought pro-
gression and writing style. Online articles also state that one of the hallmarks of text
generated by a machine learning model like ChatGPT is a certain amount of repetition.
The model may repeat phrases or sentences in its output, which is unlikely to occur in text
written by a human [14][15][16]. Humans can be creative with their use of language and
imagery, whereas AI-generated text can be repetitive or lack originality. For example, a
human might use idiomatic expressions, or write in a unique and personal style, which an
AI model like ChatGPT might not be able to replicate.

4.3.12 Readability Score

For a given text, the Flesch-Kincaid readability score measures how easy a text is to read,
based on the average number of words per sentence and syllables per word. A higher score
indicates easier readability, while a lower score suggests the text is more complex.

Research has shown that AI-generated texts have lower Flesch-Kincaid scores than
human-written texts. In one study, AI-generated articles had a mean Flesch-Kincaid score
of 46, while human-written articles had a mean score of 59. This suggests that on average,
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AI-generated text may be more complex or less readable than human-written text [17]. An-
other article stated, that though AI can generate grammatically correct sentences, it often
lacks a natural, engaging flow. Enhancing readability might involve simplifying complex
sentences, using more conversational language, or incorporating rhetorical devices such as
metaphor and analogy [20].

4.3.13 Sentiment Polarity and Subjectivity

For a given text, sentiment analysis is performed using the following 2 techniques:

• Polarity: A value between -1 and 1 that indicates the sentiment of the text. Negative
values represent negative sentiment, positive values represent positive sentiment, and
0 represents neutral sentiment.

• Subjectivity: A value between 0 and 1 that indicates how subjective or opinionated
the text is. Higher values represent more subjective or personal opinions, while lower
values represent more factual content.

The above metrics can reveal patterns in emotional tone and objectivity that might differ
between AI and human writing. AI-generated text might show more consistent sentiment
patterns, while human writing could have more varied emotional expressions. Subjectivity
scores might reveal differences in how personal opinions are expressed in AI vs. human
writing. an article states that firstly, ChatGPT generates text based on patterns and pat-
terns from the data it’s trained on, it does not have personal experiences, so it’s unlikely
to include personal anecdotes or reflections. Secondly, AI model like ChatGPT may not be
able to replicate the complexity of human emotions, so it might not be able to capture the
nuances of sentiment or tone in text [14].

4.3.14 Interrogative Content

For a given text, interrogative content is analyzed by identifying and counting the number
of questions. It uses two criteria to detect questions:

• Sentences ending with a question mark (?).

• Sentences that start with common question words or subject-auxiliary inversion pat-
terns (e.g., ”What,” ”Why,” ”Is,” ”Can”).

Humans tend to use questions more naturally within the flow of their writing, often for
rhetorical effect or to engage readers. AI may use questions more formulaically. The fre-
quency of questions in a text could be an indicator, as human writers may use questions
differently than AI models. But, this method alone is not sufficient for reliable differentia-
tion. Advanced AI models can mimic human question patterns effectively.

4.3.15 Cognitive Verbs

For a given text, Congitive analysis is done by counting the number of cognitive words in
a text. Cognitive verbs are action words associated with mental processes like thinking,
analysing, evaluating, or creating. These verbs are often indicators of higher-order cognitive
activity and are useful for assessing the cognitive load or complexity of the text.
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4.3.16 Special Characters

For a given text, the number of special characters is also calculated. Special characters
include symbols like @, #, $, %, ,̂ &, *, (, ), , +, =, and -. These characters are often used
in technical documents, code snippets, or casual text (like social media posts).

4.3.17 Spelling Error

For a given text, the count of the number of spelling errors in each text is also analyzed.
It compares each word in the text against a dictionary of correctly spelled words. Words
not found in the dictionary are considered misspelled. This helps evaluate the grammatical
quality of the text.

4.3.18 Grammar Errors

For a given text, the count of the number of grammatical errors in each text is analyzed
using the LanguageTool library. It scans the text for grammar issues, such as incorrect
verb tense, subject-verb agreement errors, or improper punctuation, and returns the total
number of detected errors.

An article states that while both human and AI-generated text may contain errors, the
nature of those errors is different. Humans might have typos, misspellings, and grammatical
errors, while AI-generated text may have more systematic errors like repeating words or
using the wrong word [14][21]. One article said that human-written text is generally more
polished and free of errors, while machine-generated text may contain grammatical errors
or misspellings. This is because humans have a deep understanding of language and are
able to self-correct and revise their writing, while machines simply output the text that is
most likely based on the data they have been trained on [22].

4.4 Machine Learning Algorithms

1. Logistic Regression: A linear model used for binary or multi-class classification that
predicts probabilities using a logistic function.

2. K-Nearest Neighbor (KNN): A simple instance-based learning algorithm that classifies
data points based on the majority class of their nearest neighbors.

3. SVM (Linear): A support vector machine that finds a hyperplane in a linear space to
separate classes with maximum margin.

4. SVM (Polynomial): A variation of SVM that uses a polynomial kernel to model non-
linear relationships between features.

5. SVM (Gaussian): An SVM using the Gaussian (RBF) kernel to handle complex non-
linear relationships.

6. Näıve Bayes Classifier: A probabilistic classifier based on Bayes’ theorem, assuming
independence between features.

7. Decision Tree: A tree-structured model that splits data into subsets based on feature
values to classify data.
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8. Random Forest: An ensemble learning method that combines multiple decision trees
to improve classification accuracy and reduce overfitting.

9. XGBoost: A high-performance gradient boosting framework that builds strong classi-
fiers by combining weak learners iteratively.

10. Multilayer Perceptron (MLP): A feedforward neural network with multiple layers of
neurons capable of capturing complex patterns in data.

5 Results

5.1 Dataset : DAIGT — Catch The AI

The results in Table 1 show that the Multilayer Perceptron (MLP) achieves the highest
performance during validation, with an accuracy and F1-score of 0.9813, followed closely
by XGBoost at 0.9806. Support Vector Machines (SVMs) with Polynomial and Gaussian
kernels also perform exceptionally well, while the Näıve Bayes Classifier lags behind with
the lowest accuracy and F1-score. During testing, the results of BERT (that has been used
as a baseline) and the MLP model are quite comparable, demonstrating the effectiveness
of our proposed approach. MLP and XGBoost exhibit superior performance, highlighting
their effectiveness for this dataset, while BERT showcases strong consistency in testing.

In the models Decision Tree, Random Forrest and XGBoost (Figure 2,3 and 4), Grammer
Error feature emerges as the most significant feature, contributing the most to the classifi-
cation accuracy. Spelling errors, readability scores, and features like stopword frequency and
pronouns also play secondary roles in Random Forest and Decision Tree models.

Figure 2: Feature Importance - Decision Tree Classifier
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Classification Algorithms Accuracy F1-score

Validation

Logistic Regression 0.9344 0.9353

K-Nearest Neighbor 0.9322 0.9335

SVM (Linear) 0.9516 0.9523

SVM (Polynomial) 0.9766 0.9766

SVM (Gaussian) 0.9722 0.9722

Näıve Bayes Classifier 0.8300 0.8426

Decision Tree 0.9498 0.9502

Random Forest 0.9326 0.9334

XGBoost 0.9806 0.9806

Multilayer Perceptron 0.9813 0.9813

Testing

Multilayer Perceptron 0.9758 0.9758

BERT (for baseline) 0.9765 0.9770

Table 1: Performance metrics for classification algorithms on dataset (DAIGT — Catch The
AI)

Figure 3: Feature Importance - Random Forest Classifier
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Figure 4: Feature Importance - XGBoost Classifier

5.2 Dataset: DAIGT - Mixed Paragraph Dataset v1

The results in Table 2 highlight XGBoost as the best-performing classification model, achiev-
ing a validation accuracy and F1-score of 0.8738, outperforming other models such as Logis-
tic Regression, SVM (various kernels), Decision Trees, and Random Forest. On the testing
set, XGBoost maintains strong performance with an accuracy of 0.8669 and an F1-score of
0.8665.

A detailed analysis of feature importance (Figure 5) reveals that Grammatical Errors
contribute the most to the classification, with an importance score of 0.4218, making it a
critical predictor for the model once again. Readability score (0.0416) and verbs (0.0387)
are the next most influential features, followed closely by punctuation symbols (0.0383) and
stopword frequency (0.0379). Additional features such as repetition ratio, and repeating
n-grams count exhibit moderate importance.

Less impactful but still noteworthy features include spelling errors, nouns, and deter-
miners/particles, while semantic-level features like semantic coherence, sentence length, and
burstiness provide marginal contributions. Features related to entropy measures, such as
word entropy and character entropy, as well as sentiment-related attributes like sentiment
polarity and subjectivity, are among the least influential, indicating a lesser role in the clas-
sification task.

Overall, the results demonstrate that XGBoost effectively leverages a diverse set of
linguistic and stylistic features, with grammar-related metrics playing a dominant role in its
success. The strong performance on both validation and testing sets highlights its suitability
for this classification problem.
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Classification Algorithms Accuracy F1-score

Validation

Logistic Regression 0.8449 0.8446

K-Nearest Neighbor 0.7860 0.7863

SVM (Linear) 0.8540 0.8538

SVM (Polynomial) 0.8676 0.8674

SVM (Gaussian) 0.8617 0.8615

Näıve Bayes Classifier 0.7003 0.6965

Decision Tree 0.8023 0.8023

Random Forest 0.8088 0.8058

XGBoost 0.8738 0.8736

Multilayer Perceptron 0.8710 0.8698

Testing

XGBoost 0.8669 0.8665

Table 2: Performance metrics for classification algorithms on dataset (DAIGT - Mixed
Paragraph Dataset v1)

Figure 5: Feature Importance - XGBoost Classifier
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5.3 Dataset: LLM - Detect AI-Generated Text Dataset

The results in Table 3 demonstrate that XGBoost is the top-performing model, achieving an
impressive validation accuracy and F1-score of 0.9885, and even good performance during
testing, with an accuracy and F1-score of 0.9871. This highlights XGBoost’s strong ability
to generalize across different datasets. Other models, such as the Multilayer Perceptron
(accuracy: 0.9832, F1-score: 0.9832) and SVM with Polynomial Kernel (accuracy: 0.9744,
F1-score: 0.9745), also perform well but fall slightly short of XGBoost’s performance.

In terms of feature importance (Figure 6), Grammar Errors once again stood out as
the most critical feature for classification, with an importance score of 0.6084, significantly
outweighing all other features. Readability score (0.0822) andMATTR (0.0754) follow as the
next most influential features, indicating the model’s reliance on both linguistic correctness
and textual complexity. Additional features such as stopword frequency, spelling errors, and
word entropy contribute meaningfully but with less importance. Less impactful features,
including punctuation symbols, cognitive verbs, and adpositions, play minor roles in the
classification process.

Classification Algorithms Accuracy F1-score

Validation

Logistic Regression 0.9415 0.9415

K-Nearest Neighbor 0.9242 0.9243

SVM (Linear) 0.9602 0.9603

SVM (Polynomial) 0.9744 0.9745

SVM (Gaussian) 0.9650 0.9650

Näıve Bayes Classifier 0.8840 0.8847

Decision Tree 0.9689 0.9690

Random Forest 0.9538 0.9536

XGBoost 0.9885 0.9885

Multilayer Perceptron 0.9832 0.9832

Testing

XGBoost 0.9871 0.9871

Table 3: Performance metrics for classification algorithms on dataset (LLM - Detect AI
Generated Text)
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Figure 6: Feature Importance - XGBoost Classifier

6 Testing the Website

The images (Figures 7,8 and 9) showcase a web application titled ”De-AI Cipher: Decoding
the Language of Machines”, which I designed to analyze real-time input content for AI-
generated or human-written text.

Here’s a detailed explanation of the different components and functionalities depicted in
the interface:

1. The topmost section contains a text input box where users can enter or paste text.
After entering the text, the user clicks the ”Analyze” button to process the text.

2. The LLM Metrics Score section provides the values of various linguistic and LLM
metrics calculated for the respective input text.
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3. The Additional Details section includes a chart titled ”Top 10 Most Repeated Words”
visualizing the most frequently occurring words in the text, along with their counts.
It also shows POS-tags distribution, top 5 most common Tri-grams and Bi-grams.

4. The application uses the calculated metrics to predict whether the text is AI-generated
or human-written. The machine learning model used here the best one from the above
3 datasets.

A disclaimer is provided to clarify the limitations of AI-based plagiarism detection or text
classification tools. These tools are not entirely flawless and might produce false positives or
negatives. They should be used alongside human judgment for accurate and comprehensive
detection.

The source code of this application is provided in the submission.

Figure 7: The presentation review I wrote for Pramita is correctly classified as ”Likely not
generated by AI”.
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Figure 8: The Wikipedia article is classified as ”Likely generated by AI” because it lacks
grammatical errors

Figure 9: A 250-word paragraph generated from ChatGPT classified as ”Likely generated
by AI”.

7 Challenges

1. Working with large language models (LLMs) requires significant computational re-
sources, including high-performance GPUs. Training large models can take hours/-
days, depending on the dataset size and model complexity, causing delays. The limited
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availability of advanced hardware made it challenging for me to prepare the derived
features and run BERT for baseline.

2. To achieve fair and robust performance, the dataset used for training or evaluation
must accurately represent the diversity and generality of real-world scenarios. A biased
or unrepresentative dataset can lead to models that fail to generalize across different
use cases or domains. Example. Kaggle Datasets 1, 2, and 3 had grammatical errors
as a major deciding factor when it comes for human-written text vs AI-generated
text. In the real world, if a human is well-versed in the English language and makes
no grammatical errors, his/her text will be marked as generated by AI.

3. Differentiating between AI-generated and human-generated text is an emerging prob-
lem with limited research. Therefore, it is challenging to develop benchmarks or
metrics for reliably distinguishing them.

8 Future Scope

1. Enhance the analysis by using multiple variations of the Type-Token Ratio (TTR) to
gain deeper insights into lexical diversity. For example: Root TTR, Corrected TTR
etc. These variations provide complementary perspectives on lexical diversity, making
the analysis more comprehensive and adaptable to different text types or lengths.

2. Expand the evaluation framework by incorporating additional readability metrics to
capture the complexity of text from various angles. For example: Coleman-Liau Index,
Automated Readability Index (ARI), SMOG Index (Simple Measure of Gobbledygook)
etc. By using multiple algorithms, you can offer a more nuanced evaluation of text
readability and adapt the analysis to different target audiences or domains.

3. Test the robustness, scalability, and generalizability of the methodology by applying it
to a larger dataset. A larger dataset provides a ”big-picture” view of my methodology,
revealing potential limitations, edge cases, or areas for improvement. Recently found
dataset: Human vs. LLM Text Corpus consisting of 788922 unique records
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[5] Reviriego, P., Conde, J., Merino-Gómez, E., Mart́ınez, G., Hernández, J. A. (2023).
Playing with words: Comparing the vocabulary and lexical richness of ChatGPT and
humans. arXiv preprint arXiv:2308.07462.

[6] Herbold, S., Hautli-Janisz, A., Heuer, U. et al. A large-scale comparison of
human-written versus ChatGPT-generated essays. Sci Rep 13, 18617 (2023).
https://doi.org/10.1038/s41598-023-45644-9
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