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Thinkable Machine of its own will?
Firstly it can be argues that a machine can be programmed to satisfy all of the criteria necessary to be classified as intelligent.  A computer can react to its outside environment, through the use of sensors and moving parts, it can use memory to control the form of these reactions.  For example, a fire alarm system can be programmed to sound an alarm, close fire doors, and turn on sprinklers in the area where the fire was detected.  This is only a simplistic example, as the fire alarm system has not learned from experience that closing the fire doors helps stop the prevention of a fire, it is simply programmed with a statement that says if sensor A detects a fire, close door B.
A more complex example could be a maze running robot, which is programmed to learn the quickest route to get to the centre of the maze.  This robot can save to memory details on the route which it has previously taken to get to the centre of the maze, and will use this information in order to reach the centre again.  Is this intelligence though, it could be argued that the robot is simply using saved information, and is not actually using any intelligence in order to get to the centre of the maze.  The best indicator of intelligence in this case could be what happens when the robot enters the maze for the first time.  This is a more complex test of the robots abilities, what happens when the robot meets a new situation and has to react to it.  Although this is a more difficult test, it has been proven that robots can be created with the ability to overcome these problems. 
What if the robot comes across a jump?  This is a new situation for which the robot has no information as it has not previously encountered it.  Would the robot be able to work out what to do in this situation if it has no programming?  The answer in this case would be no, the robot would not be able to extend its program to be able to proceed in this situation.

Let me say for a minute that this was a human being.  It can be reasonably assumed that this human possesses a measure of intelligence, what would that human being do?

1.
Walk to the edge of the jump and look over

2.
Calculate a rough distance from the top of the jump to the ground

3.
Calculate a rough distance from one side of the jump to the other i.e. from the starting ramp to the landing ramp.

4.
This is the tricky part; the human being would decide whether or not they could make it across the jump or whether to find some other route

What processes are involved in this calculation?  Firstly, the human would know their own rough speed and be able to judge if they could reach enough speed to jump safely.  Secondly, the human would be able to judge if they would hurt themselves upon falling if they were not successful in the jump.  This brings in the concepts of emotion and consciousness; the human could have a fear of heights and be unable to will themselves to try the jump.  Human traits like self-preservation come into play.  Because very few people want to intentionally harm themselves, and although this trait can be programmed into a machine, other emotions like fear and indeed courage, are more difficult to simulate.

It can be said that a computer has the ability to reason and make decisions based on previous experiences, but in the case of a new experience, machines do not have the ability to grow beyond their programming in order to learn new things.  Using this argument, it can be said that machines can mimic intelligence but cannot be classed as intelligent.

Alan Turing published a famous paper in 1950 called “Computing Machinery and Intelligence” in which he considered whether or not machines can think.  This concept has been debated for 50 years since Turing’s death in 1954.  Turing proposed a number of ideas to test machines in order to decide if they were capable of thought in a human manner.

Turing began his paper with by defining the words “machine” and “think” in order to answer the question “Can machines think?”  He reasoned that, in order to answer this question, a simple survey of people could be carried out.  He decided that, in order to answer the question, it would have to be changed to become a more concise, less ambiguous statement.  This statement became the basis of the imitation game in which Turing proposed a series of experiments in order to answer his original question.

The imitation game: Turing’s proposal.
It is played with three people, a man (A), a woman (B), and an interrogator (C) who may be of either sex.  The interrogator stays in a room separate from the other two. The object of the game for the interrogator is to determine which of the other two is a man and which is a woman.  He knows them by labels X and Y, and at the end of the game he says either "X is A and Y is B" or "X is B and Y is A." (Turing A.M. 443-460) 

The interrogator puts questions to the two in order to gain information so that he can make a calculated judgment on the sex of each subject.  The object of the game for A is to try to fool the interrogator into believing that he is a woman, whereas the object of the game for B is to help the interrogator to reach the right decision.  Turing considered factors such as the participants and voices in this game, by suggesting that the responses could be relayed via a teletype machine, or by an intermediary between the interrogator and the participants. 

Turing then asked the question what would happen if a machine took the part of A in this game.  He wondered whether the machine would be able to fool the interrogator with the same frequency as a man.  There could be no doubt that the questions which the interrogator put to the participants where vital in this case, a computer having the power to answer questions on higher mathematics in a fraction of the time that it would take a human for example.  The opposite of this could be that a man could not pretend to be a machine, as for example the man would have problems with answering the higher mathematical questions as quickly as a machine.  Turing surmised that the best strategy in this case would not be for the machine to pretend to be a man; rather the machine should concentrate on emulating the answers which a man would give under the same circumstances.

Turing’s argument is this; if the interrogator could not distinguish them by questioning, then it would be unreasonable not to call the computer intelligent.  This claim has been supported and disputed by a large number of scientists in the areas of both Philosophy and Computing, and a lot has been written about the famous Turing Test.  It has to be remembered that this article was written in 1950, where the most advanced computers were archaic compared to computers today.  In the same paper Turing also predicted that by the year 2000 it will be possible to program computers so that the average interrogator would have no more than a 70% chance of guessing correctly. 

The first formal test of the imitation game was carried out in 1991, with the creation of the Loebner prize in 1991.  The winner of this contest was the person who could design a program which the 10 judges ranked the highest in the field of humanness.  Loebner has also offered a prize of $100,000 to the person who could create a machine which could fool the judges for more than 3 hours.  At the time of this article, this has not yet been achieved and the prize is still waiting to be captured.

 
Turing’s proposal can be disputed using a simple fact, computers are incapable of consciousness.  A computer is incapable of having a subjective experience, i.e. a machine cannot consciously learn, perceive, feel, or remember anything.  The main point of this argument is that, since consciousness is necessary for thought, machines are therefore incapable of thought.  There are a number of facts which can be used to back up this argument which say that because a machine is incapable of experiencing consciousness, it cannot think.

Firstly Paul Ziff in 1959 argued that computers are incapable of having feelings. Ziff wrote that computers are mechanisms, not organisms, and only living organisms can be said to have feelings. 
Ziff argued that hypotheses robots are mechanisms, not organisms, not living creatures only living creatures can literally have feelings.  The linguistic environment feels tired, is generally open only to expressions that refer to living creatures.  Suppose you say the robot feels tired.  The phrase the robot refers to a mechanism.  Then one can infer that what is in question is not a living creature.  But from the utterance of the predicative expression one feels tired.  One can infer what is in question is a living creature.  So if you are speaking literally and you say the robot feels tired.  You imply a contradiction. (Paul Ziff, 98-103)

Ziff’s arguments are in contradiction to Turing’s.  He argues that only living organisms can feel tired and that is to say that an object like a machine feels tired would be the same as saying that a stone feels tired.  

He continues by saying that “if we say that a person feels tired, we generally do so not only on the basis of what we see there, but on the basis of what we have seen elsewhere and on the basis of how what we have seen elsewhere ties in to what we have seen there and then.” (Paul Ziff, 101)
What this means is that if one person says another looks tired, they generally know a number of things, sometimes this can simply be what a person looks like normally (or not tired) but generally we have other information such as we know they have been working all day.  Ziff’s main point is that machines are incapable of feelings; they cannot react to a situation based solely on a conscious feeling.  To use the example of the robot and the jump, if the robot was programmed to recognize and attempt the jump, they would do so every time, whereas a person might be afraid, and be unable to attempt the jump.

This argument is backed up by another from Endel Tulving, who in 1983, in his paper “Elements of Episodic Memory”, surmised that computers cannot be conscious as they do not have the capacity to be introspective.  Tulving reasoned that to be capable of thought requires the ability for introspective episodic memories.  These memories are used by humans to make decisions in life, for example, a child would know not to touch a fire after it had been burnt previously, and would therefore learn the danger of objects which could be hot enough to burn them.  

In a later paper Joseph Rychlack summarized Tulvings argument by saying, 

“Tulving (1983) notes that human beings have episodic memories, by which he means the more introspectively conceived, highly personal events and interpretations of “life episodes” that play such a significant role in the human experience.  Since computers never live life according to the introspective perspective within which such life is framed, it follows that there is a significant impasse between what human and machine cognition involves.” (Rychlak, 5)
Computers are unable to have a point of view.  The information stored by one computer when a certain action is performed is the same as the information stored by another.  To use an example, two humans could debate differing points of view on the same issue.  Both people believe that there point of view is correct.  Machines are incapable from using information to form a point of view; they are simply capable of storing and replaying that information.

An example of this can be taken from Tulving’s article, in which he talks about the previous work of two other scientists Schank and Kolodner.  Tulving describes an example in which the two men visit a museum and meet an important person.  They then input all of the information about their visit into a computer until the point was, if required, the computer could hold a conversation with a person about the museum. 

Tulving writes, “we know that computers would only be manipulating certain symbols according to certain rules, they would be talking only about words, rather than about original experiences organized temporally in their past and related to their sense of personal identity.” (Rychlak, 5)
The next argument to support the claim that computers cannot be conscious is that computers are not capable of a conscious experience.  In 1969 Stanley Jaki claimed that although a machine is capable of behavioral characteristics to make it seem like it is having a conscious experience, it can never actually have a conscious experience because experience and behavior are different things.  Jaki supported his claim by saying that everything that is observed in a person is behavior, i.e. their actions to a certain event.  In this case Jaki uses the example of an eye looking into the light. The eye reacts to the light without the person having to follow a process of thought in order to reach the conclusion that they are looking at a light.  However in a machine, there would not be a reaction until the machine has verified the data received from its sensors and then concluded a responsive action. 

 
Jaki concluded that experience and behavior fall into two different logical categories, and it is this difference that makes us say that a man has mental experience or mind, while a machine can at most behave as if it has had such an experience.  One may add other components to the machine, but the act of experience cannot be logically built into it. (Jaki, 225)
This claim was disputed by Roland Puccetti in a 1966 paper “Can Humans Think?”  Puccetti argued that it is unlikely that humans are capable of conscious thought either.  He reasoned that the same arguments which could be used to prove that machines were not capable of thought could be used against humans as well. 

Puccetti argued that the same rationale used to say that machines are not intelligent, i.e., the measurements which were used to clarify intelligence could be used to prove that humans were incapable of thinking and intelligent thought.  He used the example of a human playing chess to say that humans think poorly and are incapable of solving simple problems.  Puccetti then wrote that if a human and a tree were dissected alongside one another and a list was made of the similarities and the differences, the list of the similarities would invariably be longer.  He reasoned that, using this argument, it could be said that we are no more intelligent than a tree. 
He concluded that is there no way to settle the controversy surrounding consciousness in humans?  Will it always be open to some who say humans are conscious, even if most of us find that incredible?  Obviously the only way to disprove consciousness in humans is to offer a premise which, if accepted, makes it impossible to maintain they are. (Puccetti, 198-202)
Puccetti makes a compelling argument, is it human vanity to think that machines should be built to emulate our traits, or even traits of animals.  If this were the case, then vanity could be classed as an emotion and therefore open up a whole new area of discussion.  Puccetti (whose area of expertise is Philosophy) has written a number of articles on the subject of human consciousness and even an article on the concept of God.

The final argument to support the claim that computers can not be conscious, and therefore have no thought or intelligence, is the claim that the meaning of the word “Machine” excludes consciousness.

In the paper “Can there be artificial minds?” in 1955, Jonathon Cohen claimed that the word machine is defined as something that cannot live or die, and that a machine is not capable of being conscious or unconscious, as this would disqualify it from being classified as a machine.  The category machine cannot have in it objects which are capable of rational thought, as this would violate the inherent meaning of the word machine.  Cohen claimed that an intelligent machine would be a paradox, exempt from both the category machine and the category conscious objects.  He said that the characteristics of a human which categorize us one as being human which machines and robots are incapable of accurate reproduction.  These include the characteristics mentioned previously like feelings and the ability to have a conscious experience, and other human factors which make a human different from a machine. 

This claim is disputed by another paper written in 1966 by Keith Gunderson.  In his paper Gunderson disputed Cohens claim by saying that, as the meaning of words is constantly changing, it would be impossible to claim that this statement would be incorrect forever.  Gunderson said that the way in which language is used is flexible and so there could come a time when an intelligent machine existed which would require the definition of the word machine to change.  Without the ability to see in to the future, it is impossible to classify robots and machines as non-thinking beings, and so Cohen has presented a flawed argument. 
Gunderson said “But this approach disregards the difference between the word being able to acquire a new use in the language because the meaning of it has, and a word being arbitrarily being given a new use.” (Gunderson, 410)
What this means is that the words “Machine” or “Robot” could be redefined to make the argument robots can be conscious, true without a change in the core definition of the words robot or conscious.

In an article based around the chess computer “Deep Blue”, Fernand Gobet writes about the merits and demerits of a possible intelligent computer.  Gobet talks about the high levels of perception and intuition used by chess grand masters in order to calculate their next series of moves, and how chess computers are able to emulate these traits in order to reach end game.  He says that domains like chess are bad examples as a machine can beat a chess grand master not through using intelligence, but simply by calculating the best possible strategy in every possible scenario.  Although chess grand masters are capable of highly complex maneuvers, they are simply incapable of calculating the number of possible options in the same time as a computer program. 

Gobet concludes that “AI is both a bad guy and a good guy; it pinpoints our limits, but also allows us to go beyond these” (Gobet, 1)
Gobet’s point is that we should not be afraid of AI, and that with the increase in the ability of computers will come an increase in the ability of humans, as we stretch our intelligence to match the ability of machines.

 
Larry Hauser has written a number of papers in the field of Artificial Intelligence.  In his paper “Look who’s moving the Goal Posts now?” he talks about the Turing test and describes the arguments supporting and disputing the accuracy of the test.  Hauser’s article reminds us that it is more than 50 years since Turing’s first Prediction and says that it has failed miserably, and that it is no way to measure the relative intelligence of a machine, rather that it is a simple game in which as Turing himself said, the odds are stacked measurably in favor of the interrogator guessing correctly.  

He also raises a valid point on the relative merit of the Turing test by saying, “Neither my cat or my computer can play the Imitation Game successfully.  Nevertheless, I don’t doubt that my cat exhibits intelligence to some extent, and thinks in its own peculiar manner.  Likewise, my computer exhibits intelligence to some extent, and thinks in its own peculiar manner.” (Hauser)
In this article and another called “Why isn’t my pocket calculator a thinking thing?” Hauser comes to the conclusions that although a machine can seem like its thinking, it is simply performing a specified series of actions in order to reach some sort of goal.  But, isn’t this what humans do though?  We may use different methods to reach the goal, but at the end of the day, 2+2=4 to both a human and a computer (except in some computer mathematics were it can equal anything).  It is the method used to complete this simple sum which makes humans and machines different, but does it make a machine less intelligent or incapable of rudimentary thought? Or is it simply those humans are like Hauser’s cat, capable of intelligence in our own peculiar way?  In that case perhaps the meanings of the words do need to change, but since Immodest Artificial Intelligence are relatively far away, perhaps not for a while.  (
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