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Abstract

Much excitement was generated in the field of neurology when Giacomo Rizzolatti, along with Leonardo Fogassi and Vittorio Gallese, announced the discovery of “Mirror Neurons.”  These peculiar cells, first observed in the ventral premotor cortex of monkeys, displayed a strange and novel property:  They fired only when the monkey is performing a specific motor action and the monkey is observing someone else performing the same action.  This phenomenon was dubbed the Mirror System, for it seemed that observations of behavior in others were “mirrored” by the monkeys’ own motor control system.  

Since its initial discovery in monkeys, scientists have noted that a more developed mirror system exists in humans as well.  The Mirror Neuron system is theorized to be the key to many properties unique to primates, such as learned behavior.  


As learned behavior would be very advantageous in a humanoid robot, we have set out to take the initial steps in designing an artificial Mirror System.

Motivation 


Our motivation for this project is to investigate the possible implications the discovery of the Mirror System may have on future development of humanoid robots.  We would like to see if such a system could be re-created in an artificial mind, and whether such a system could eventually pave the way for learning robots.
Project Goal
We hope to describe in abstract the architecture of a robot whose motor control and vision systems are integrated in a way that mimics the recently discovered Mirror Neuron system.  Based on some preliminary research into the MNS, it seems very possible that this system is the key to human beings’ ability to learn behaviors from observation.  

Our goal is take the initial step in implementing an artificial MNS, by designing a framework for the core functionality of the MNS.  In essence, we would like to design a robot that would be able to observe a person, recognize certain types of actions that person performs, and mimic those actions when prompted.  

Most of our attention will be devoted to creating a system for internally representing actions.  In order for us to consider our design a success, it must meet a few criteria:  First, it must have low computational and storage overhead, as any robot based on this system would have to work in real time with limited resources.  In addition, our design must have a high degree of modularity so that it can serve as the basis for more complex and ambitious systems (for example, a system that also maps tactile sensation to motor actions).

Architecture 
Overview


The design plan we came up with is a vastly oversimplified implementation of the Mirror System.  Our system would in fact have to be a robot, as its purpose is to demonstrate a phenomenon that encompasses perception and motor action.  It would consist of a sensory package, a single articulated and motorized arm, and a “brain” based externally in a computer.  As our goal stated, our robot would be limited to observing and mimicking the motion of one of a subject’s arms.


Because our robot control system is based on the anatomy of the human brain, and because it is designed to mimic human behavior, our robot will also require other human-like characteristics.  First one, the structure and range of motion the robot’s arm must at least roughly approximate that of a human’s.  Also, the robot would need some sense of “bodily awareness”; that is, it would need to be able to know where its own arm is in relation to its body.  

For demonstration purposes, the robot would need a driver/control program.  The control program we devised would instruct the robot to wait until it observes a pronounced movement of the subject’s arm; at that point, it would instruct the robot to memorize the observed motions until the subject remains still for a while.  At that point the driver would instruct the robot to repeat the last observed action.
Perception

Our robot would track the motion of a subject’s arm by observing the relative positions and orientations of the subject’s hand, elbow, and shoulder, as well as a fourth point whose location is fixed relative to the shoulder (such as the center of the torso).  For simplicity’s sake, the robot would track these “key points” via traditional motion capture techniques.  Creating a video-based object recognition system capable of distinguishing and tracking these anatomical features is a whole different problem.

The robot’s kinesthetic sense (that is, its knowledge of where and how its arm is positioned) would be maintained by using electroactive polymer strips as sensors to detect flexion in each of the joints.
Motion


The robot’s arm would proportional to a human arm, and would have similar gross motor capabilities.  The hand and wrist would not be modeled.   
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Fig 1. Medial & Lateral Rotation of the Shoulder (Adapted from Luttgens & Hamilton, 1997)
The robot’s joints would have the same range of motion as their human counterparts.  

The orientation of the upper arm would be controlled by the shoulder joint.  The shoulder joint would have three actuators, each one determining the position of the upper arm in relation to a different axis.  This setup would simulate the capability to rotate the upper arm up and down, back and forth, and along its length (fig 1).  Therefore, positioning and movement of the upper arm would be accomplished by controlling the voltage supplied to each of the three servos.  

The motion of the forearm would be controlled by a single actuator, fixed to the end of the upper arm.  This actuator would allow rotation of the forearm about a line perpendicular to the length of the upper arm.


With this setup, the entire range of motion possessed by the robot is controlled by four parameters, being the voltages applied to each of its four actuators.

Internal Representation of Movement and Position


The core idea behind the Mirror Neuron System is that there is a direct, hard link between two seemingly disparate mental faculties: the sensory functionality of recognizing certain kinds of physical actions and the motor control system.  


In order to realize such a system in a robot, it will be necessary to unify some aspects of the perception and motor control systems in the robot’s software “brain”.  What we have proposed is a system that converts position data from the observed key points into inputs for our robot’s four motor control parameters.  The algorithm to do this would be fairly complex; it would involve converting changes in position over fixed time intervals into force units, and converting the force data into voltages.  The system would need to perform this data processing in real time with close to no lag.  Whether such a feat is possible without special hardware, I don’t know.  


The data output by this algorithm would then be stored by a higher-level system as a time series of 4-dimensional vectors.  The driver system, as we stated earlier, would begin “memorizing” a series of actions when the robot observes a certain amount of activity.  Once that activity ceases (or the robot runs out of memory, I suppose), the time series data would be input directly into the motor control system.   
Analysis

Without any means of creating and testing our proposed system, it is impossible to say whether our robot would perform up to our expectation.  However, we feel that our architecture as a theoretical basis would be a good jumping off point realizing an artificial Mirror System.
Future Work

Much needs to be done to flesh out this concept, even at the theoretical level.  The algorithms for translating position data into motor commands need to be developed and optimized.  Furthermore, there are many other interesting observations that have been made about the Mirror System that could also be integrated into the framework.  For example, it has been shown that the Mirror System works for auditory and tactile observations of motor actions, in addition to visual observation.
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