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Over the last few decades, Network Security and Artificial Intelligence have been working ‘hand in hand’ with organizations to solve what is proving to be a monumental problem.  That is, to create an impenetrable wall guarding a most valuable asset, information.  Everything that an organization does, involves information: databases of payroll records (employee names and SSN), confidential formulas, lists of customers names and addresses (that includes you and me), daily transactions, closing reports, and many others.  Organizations have become increasingly dependent on the rapid access and management of information since more information is being stored and processed on network-based computers than ever before. The increase in connectivity turns out to be a double-edged sword. While providing access to larger databases more quickly than ever before, it also provides an avenue to the data from virtually anywhere in the network.[ID4]  With this rapid integration of a global network economy, and emergence of ecommerce, information has become an open target for attack.  Protecting this information is crucial to a company’s everyday operation since attacks can result in significant loss of time and money therefore, it is also crucial to the success of our national economy.  Network Security is an international priority and an area of increasing concern.  Artificial Intelligence techniques are becoming more and more common in finding a solution to this problem.
In order for me to explain the implementation of AI techniques in Network Security, I first have to explain an overview of Network Security. Network security can be defined as the “protection of networks and their services from unauthorized modification, destruction, or disclosure, and provision of assurance that the network performs its critical functions correctly and there are no harmful side-effects. Network security includes providing for data integrity.”[MISC1]  
Intrusion Detection is a category of Network Security that can be defined as the “art of detecting inappropriate, incorrect, or anomalous activity.”[ID3] Intrusion Detection has become an essential part of the information security process and critical component in today’s computer systems. More specifically it involves: “monitoring and analyzing both user and system activities, analyzing system configurations and vulnerabilities, assessing system and file integrity, being able to recognize patterns typical of attacks, analyzing abnormal activity patterns, and tracking user policy violations”[ID2] An Intrusion Detection System (IDS) is an instrument of Intrusion Detection. There are many different Intrusion Detection Systems - most you have heard of the more ‘primitive’ ones (in that they don’t detect anomalous activity, so may not technically be considered as Intrusion Detection Systems, but maybe implementations of): Anti-virus & Anti-spam filtering, Firewalls and Spyware.  While these are extremely necessary in today’s world, they have one major flaw. They are generally restricted in their monitoring functionality since they can only prevent malicious activities that have been recognized and previously defined.  This is why your anti-virus software constantly needs to be updated on a regular basis.
There are primarily two approaches to detection, 1) Misuse/Signature-based/Knowledge-based detection, and 2) Anomaly/Behavior detection. Most commercial implementations of Intrusion Detection apply the misuse, or signature-based model. “By their nature, signatures are static definitions of known security events, be they viruses, worms or various other types of attacks that can compromise networked systems. While these have a high degree of accuracy and are certainly valuable and advisable to filter out these known attacks, it is clearly not enough. Would-be intruders are constantly coming up with new types of attacks that are just different enough to slip through these static systems.”[2] Anomaly based approaches attempt to solve this problem by using statistical techniques, like Data-mining, to find patterns of activity that appear to be abnormal.  In addition, they use Fuzzy logic, and non-linear algorithms such as Neural Networks and Genetic algorithms.
Data-mining, Fuzzy logic, Neural Networks and Genetic algorithms, hmmm… these sound like Artificial Intelligence topics.  Let’s go over their definitions, since you will see these terms often throughout the rest of the paper. To eliminate any confusion that may arise from simplifying a definition into my own words, I have quoted a few reputable sources (see REFERENCES). Data mining has been defined as the “nontrivial extraction of implicit, previously unknown, and potentially useful information from data” and also the “science of extracting useful information from large data sets or databases". Although it is usually used in relation to analysis of data, data mining, like artificial intelligence, is an umbrella term and is used with varied meaning in a wide range of contexts.”[9] Fuzzy Logic can be described as a “superset of conventional (Boolean) logic that has been extended to handle the uncertainty in data. Propositions can be represented with degrees of truthfulness and falsehood. For example, the statement, today is sunny, might be 100% true if there are no clouds, 80% true if there are a few clouds, 50% true if it's hazy and 0% true if it rains all day. It was introduced by Dr. Lotfi Zadeh of UC/Berkeley in the 1960's as a means to model the uncertainty of natural language.”[10] Genetic algorithms (GA) “gets its inspiration from the evolution process, where adaptation (learning on a species level) happens as the result of natural selection of genes. In a sense, the evolution process can be seen as a continuous search for structures that fit well in the current environment. The problem is that the search can be very complicated. One does not know where to look for the solution and where to start. Roughly speaking, genetic algorithm works like this: it keeps a population of individuals, each of which corresponds to a different solution to the same problem, and is represented by a sequence of "genes". For each generation, each individual is evaluated according to a fitness function, indicating how good it is as a solution to the problem. When a next generation is produced, individuals with higher score have more chance to become a parent. Each pair of parents produces their children by crossover their gene sequence, so that the children inherit some, but not all, of each parent. Also, random mutations happen in some gene during reproduction, so that each new generation consists of some novel solutions. Due to resource restriction, the size of the population has an upper bound, so that individuals with low fitness score will be removed. In the long run, the fitness scores will get better and better because good genes have better chance to survive from generation to generation. A typical representation of genetic algorithm is to code the genes as binary strings, crossover as partial replacement of a pair of strings, and mutation as value change in the string. In searching a large state-space, a genetic algorithm may offer significant benefits over more typical search or optimization techniques (such as heuristic search), because it explores multiple paths in parallel (with different speed), and allows "jumps" to happen in the search process.”[12] Neural Networks are “a system of programs and data structures that approximates the operation of the human brain. A neural network usually involves a large number of processors operating in parallel, each with its own small sphere of knowledge and access to data in its local memory. Typically, a neural network is initially "trained" or fed large amounts of data and rules about data relationships (for example, "A grandfather is older than a person's father"). A program can then tell the network how to behave in response to an external stimulus (for example, to input from a computer user who is interacting with the network) or can initiate activity on its own (within the limits of its access to the external world). 

In making determinations, neural networks use several principles, including gradient-based training, fuzzy logic, genetic algorithms, and Bayesian methods. Neural networks are sometimes described in terms of knowledge layers, with, in general, more complex networks having deeper layers. In feedforward systems, learned relationships about data can "feed forward" to higher layers of knowledge. Neural networks can also learn temporal concepts and have been widely used in signal processing and time series analysis.[11]




Consolidate definitions above
*******************************************************************

While these AI concepts/ideas have been around for quite a while, scientists and engineers are examining them further and testing their limits for practical application and involvement in the field of Network Security. Currently, the most effective IDS’s to date, utilize a combination of the AI techniques mentioned above. This has created yet another model of Network Security labeled “Intrusion Prevention System” (IPS).  The main goal of IPS is to prevent the attacks before they can occur and/or prove to be detrimental. For an IPS to have the ability to learn from prior experiences is optimal. Although today’s IPS technology is advancing at an acceptable rate, there is still much to be learned and experimented.
Due to the strong need/demand for an effective IPS
I will give examples of a few IPS’s (although they each have their own front name and, of course, associated acronym) that are currently being tested and employ many, if not all of the AI techniques listed above.
Adaptive Security Engine (ASE) (Article from 2003-see below, item [2])
The company, Privacyware, is a “pioneer in the application of neural technology to the security field.” Although they claim their ASE to be better than an IPS, it really is, by definition, the same.  Their ASE applies techniques such as fuzzy clustering to define normal activity and also kernel classifiers to deal with events that don’t neatly fall into any predefined cluster. The ASE can work entirely on its own, defining a baseline of normal activity and then reporting on events outside of that norm.
“Advances in neural applications are helping to fill the gap. Neural applications use complex mathematical algorithms to scour vast amounts of data and categorize it in much the same fashion as a human would. But neural applications can examine far more data in less time than a human can, bubbling up to the top those events that appear suspicious enough to warrant human attention. As security administrators deal with these events, the actions they take are added to the knowledge base, enabling the neural system to continually “learn” more about its environment. The expert security professional, coupled with neural technology, form what Privacyware calls the “Neural Security Layer” within a complete security framework.”[2]

“In practice, however, most of these systems are still based on rather static rules. The system establishes a baseline of normal activity and won’t allow activities that appear to be outside of that norm. Neural techniques, by contrast, seek to constantly classify all new events and highlight those that appear most threatening, allowing the security expert to be the final arbiter of what is and is not an actual threat. In the process, the system constantly updates itself, learning more about its environment.”[2]

Fuzzy clustering is one of the neural technologies at the heart of the ASE. The technology works by “training” itself, creating a baseline profile of the network in various states to determine what happens under normal conditions. It determines what different users do -- the resources they typically request, what types of files they transfer and so on. All those routine events are then grouped into clusters that represent normal activity. For example, you may want to define models that focus on different sorts of users: administrators, marketing employees, perhaps anonymous end users. For each type of user, the ASE will determine which events are considered normal and group them into a cluster. The idea is not so much to determine an exact profile of what any given type of user does but to establish patterns. Fuzzy logic uses algorithms that identify these patterns and separates clusters accordingly.
Kernel classifiers Kernel classifiers kick in when an event or group of events comes along that can’t be neatly classified into an existing cluster. The classifiers use algorithms that allow the ASE to determine which cluster the event most likely belongs to. The algorithms are based on non-linear distribution laws, which use statistics to track what happens over extended periods of time.
In essence, the profiles that ASE takes when it is first installed amount to a series of distribution laws, which can be thought of as averages. For example, a marketing employee typically logs in at 9 a.m., looks at the CNN Web site for 15 minutes, then logs in to the sales system and so on. That series of events represents a typical, average day for that employee and is defined in a distribution law. The ASE includes special metrics that can “measure” how far any given event is from any existing, known cluster. In that fashion, the system can determine which cluster a new event should most likely belong to, a process known as dynamic clustering. If an event crops up that is wholly unlike anything that has previously been classified, the ASE will track the event along with any others associated with it and classify them according to how far away they are from the norm. Events that are furthest from any known cluster will bubble to the top, where an administrator can quickly see them. At that point, he can manually classify the event, either by lumping it into a known cluster or establishing a new one. Alternatively, the ASE can be configured to automatically classify new events on its own, but it is recommended that a security professional supervise the process. If performed routinely, this will add more knowledge to the learning algorithms and adjust the baseline database, increasing the accuracy of the entire system.

Fuzzy Intrusion Recognition Engine (FIRE)

Intelligent Intrusion Detection System (IIDS) – Jan, 2004

Next Generation Proactive Identification Model (NEGPAIM)

Multi-Agent Systems (MAS) – Sept, 2003

***********************************************************************

“Shortfalls with current IDS.

While the ability to develop and use signatures to detect attacks is a useful and viable approach there are shortfalls to only using this approach which should be addressed. 

Variants. As stated previously signatures are developed in response to new vulnerabilities or exploits which have been posted or released. Integral to the success of a signature, it must be unique enough to only alert on malicious traffic and rarely on valid network traffic. The difficulty here is that exploit code can often be easily changed. It is not uncommon for an exploit tool to be released and then have its defaults changed shortly thereafter by the hacker community. 

False positives. A common complaint is the amount of false positives an IDS will generate. Developing unique signatures is a difficult task and often times the vendors will err on the side of alerting too often rather than not enough. This is analogous to the story of the boy who cried wolf. It is much more difficult to pick out a valid intrusion attempt if a signature also alerts regularly on valid network activity. A difficult problem that arises from this is how much can be filtered out without potentially missing an attack. 

False negatives …detecting attacks for which there are no known signatures. This leads to the other concept of false negatives where an IDS does not generate an alert when an intrusion is actually taking place. Simply put if a signature has not been written for a particular exploit there is an extremely good chance that the IDS will not detect it. 

Data overload. Another aspect which does not relate directly to misuse detection but is extremely important is how much data can an analyst effectively an efficiently analyze. That being said the amount of data he/she needs to look at seems to be growing rapidly. Depending on the intrusion detection tools employed by a company and its size there is the possibility for logs to reach millions of records per day.”[1]

Data mining is typically used to create a set of data that will then be evaluated.

“data mining as being "concerned with uncovering patterns, associations, changes, anomalies, and statistically significant structures and events in data." Simply put it is the ability to take data and pull from it patterns or deviations which may not be seen easily to the naked eye. Another term sometimes used is knowledge discovery. 

While they will not be discussed in detail in this report, there exist many different types of data mining algorithms to include link analysis, clustering, association, rule abduction, deviation analysis, and sequence analysis.”[1]

“How can data mining help? (Shortfalls with current IDS (from above))

Data mining can help improve intrusion detection by adding a level of focus to anomaly detection. By identifying bounds for valid network activity, data mining will aid an analyst in his/her ability to distinguish attack activity from common everyday traffic on the network. 

Variants. Since anomaly detection is not based on pre-defined signatures the concern with variants in the code of an exploit are not as great since we are looking for abnormal activity versus a unique signature. An example might be a Remote Procedure Call (RPC) buffer overflow exploit whose code has been modified slightly to evade an IDS using signatures. With anomaly detection, the activity would be flagged since the destination machine has never seen an RPC connection attempt and the source IP was never seen connecting to the network. 

False positives. In regards to false positives there has been some work to determine if data mining can be used to identify recurring sequences of alarms in order to help identify valid network activity which can be filtered out. 

False negatives …detecting attacks for which there are no known signatures. By attempting to establish patterns for normal activity and identifying that activity which lies outside identified bounds, attacks for which signatures have not been developed might be detected. An extremely simple example of how this would work would be to take a web server and develop a profile of the network activity seen to and from the system. Let us say the web server is locked down and only connections to ports 80 and 443 are ever seen to the server. Thus, whenever a connection to a port other than 80 or 443 is seen the IDS should identify that as an anomaly. While this example is quite simple this could be extended to profiling not only individual hosts, but entire networks, users, traffic based on days of the week or hours in a day, and the list goes on. 

Data overload. The area where data mining is sure to play a vital role is in the area of data reduction. With current data mining algorithms there exists the capability to identify or extract data which is most relevant and provide analysts with different "views" of the data to aid in their analysis.”[1]
Many of them use “Fuzzy Logic” to help in their task.  Sets of fuzzy rules are used are used to define normal and abnormal behavior in a computer network and a fuzzy inference algorithm is applied to those rules to determine when an intrusion is in progress.[3]  The main problem
1. Using data mining techniques over system audit data to extract consistent and useful patterns of program and user behavior, and to build classifiers that can recognize anomalies [8]. The basic data mining techniques used are the classical association rules and the frequent episodes. 2. Using temporal association rules (a data mining technique that uses time concepts), in terms of multiple time granularities [9]. The temporal association rules technique generates fuzzy and classical rules [10]. 3. Using short sequences of system calls that running programs perform as discriminators between normal and abnormal operating characteristics [11]. The discriminator uses the Hamming distance as a distance function between short sequences of system calls. If the distance of a particular sequence to the normal sequences is higher than a threshold then the sequence is abnormal. 4. Distributing the detection task in multiple independent entities (autonomous agents) working collectively [6]. The functionality of each agent is not defined but it can be simple or complex according to the specific detection task that an agent is assigned. If some agent detects some anomalies or intrusions, the agent sends messages to other agents to define, in a distributed manner, the corresponding action to take. 5. Using genetic programming to build autonomous agents that detect intrusions. The learning model uses feedback; and the process evaluates evolved agents over the scenario of intrusions and normal behavior [7]. 6. Emulating mechanisms of the natural immune systems to detect anomalies in a distributed manner [12]. It combines two anomaly detection methods: using profiles of user behavior and correlation of user behavior with network statistical behavior. The decision support component uses an ART neural network and a Fuzzy Controller.

Fuzzy
Fuzzy Logic, Fuzzy Agents, Fuzzy Classifiers, Fuzzy Cognitive maps, Fuzzy Rule-bases, Fuzzy Clustering

A fuzzy system attempts to find the intersection, union or complement of the fuzzy control variables. While this is somewhat analogous to both neural networks and linear programming, fuzzy systems approach these problems differently.

Neural Networks
Both fuzzy logic and neural network concepts were developed during the last few years independently to understand human behavior patterns, specially the thinking processes in relation to problem solving. While fuzzy logic uses approximate human reasoning in knowledge-based systems, the neural networks aim at pattern recognition, optimization and decision making. A combination of these two technological innovations delivers the best results. This has led to a new science called neuro-fuzzy logic in which the explicit knowledge representation of fuzzy logic is augmented by the learning power of simulated neural networks. The computer results are thus much closer to human perception than ever before.[7]
Neural networks, unlike fuzzy logic, seek to reproduce the versatility of the human brain in recognizing the end-to-end, input-to-output behavior of a system without understanding all the processes taking place within it. Taking as a fundamental model the interconnections of nervous systems within the brain—neurons and synapses—neural networks have the attributes of memory and learning. In applying a neural technique to a system, you show the network many examples of known-correct input/output-value pairs. In its learning mode, the network creates network connections with weighted values to match the data you provide and stores the values for the weighted connections that achieve the correct result. By exploring the whole input/output-value space, the network "learns" to provide a correct response to any given input stimulus, without formally modeling the processes comprising the original system. An essential trick in designing a neural-network architecture is to achieve convergence; that is, as you show it successive input/output examples, it builds the ability to model the complete value space and does not "forget" the examples it previously learned.[6]

Neural networks are therefore particularly applicable to complex problems involving difficult-to-measure or difficult-to-model parameters—in particular, processes that have a high degree of nonlinearity. Although much discussed in academic circles, only limited examples of pure neural-network control have ever appeared in volume-production embedded-control applications, although many have done so as custom solutions to individual intractable control problems, in areas such as industrial- and chemical-process control. This situation is especially true in complex and multivariable problems, such as large-scale power-system control. However, a number of suppliers have employed the technique as one part of a hybrid "neuro-fuzzy" concept that employs neural techniques to generate black-box models of the behavior of real-world systems, generating data that designers can then use to define the fuzzy-logic-membership functions.[6]

What happens to the expertise built up in neural and fuzzy techniques from their first flush of popularity? If you set about tracking down some of the pioneering companies from as much as a decade ago, you'd find that, although many no longer exist, some have transformed themselves into software-design and consultancy operations. These businesses are applying the same neural and fuzzy techniques but mainly in software simulation running on conventional computers, in areas such as financial modeling, financial services, and data mining. For example, they use neural techniques to model the behavior of markets, so that fund managers can better predict short to medium movements in share prices. If you have ever been accepted (or, perish the thought, rejected!) for a charge card on the basis of automatic credit scoring, it is likely that your data has been subject to some measure of neuro-fuzzy analysis. This situation exemplifies the learning attribute of a neural system; it is difficult to write a set of precise rules related to a database of customer information that defines who is a good risk. However, you can train the network by giving it inputs for all the data elements you hold on existing customers and telling it whether each turned out to be a good risk.”[6]
“Neural Networks is an Artificial Intelligence technique that simulates in software the way that a human brain learns to recognize various patterns.  Neural Networks have been successfully implemented in character and speech recognition, intrusion and virus detection, and now in fighting spam.  The accuracy of the Neural Network is extremely dependent on how well it is trained. In the process of training, a Neural Network is repeatedly fed both the input and output data, and the network adjusts the weights of the interconnections between the nodes to produce increasingly accurate results over time. In essence, the Neural Network is learning by example in a similar way that a child learns to distinguish between cats and dogs after a parent repeatedly points out the differences between them, and corrects any of the child’s mistakes. Neural Networks can achieve a substantially high accuracy rate, provided a sufficiently large body of messages is supplied to the Neural Network during training. In addition, when spam messages slip through, or valid messages are incorrectly identified as spam, a detection system based on Neural Networks can be easily trained to not make the same mistakes in the future.[AS3]
IBM's neural network boot detection technology provides additional security by mimicking human neurons in learning the difference between infected and uninfected boot records. By being shown many examples of viruses and non-viruses, the neural network learned to recognize viruses better than traditional heuristics hand-tuned by virus researchers. This neural network can detect an extremely high percentage of new and unknown boot record viruses automatically. Together, these technologies provide Norton AntiVirus customers superior protection against both known and unknown boot sector viruses. [AV2]

Data Mining

Multi-Agent

The characteristics of MASs are that (1) each agent has incomplete information or capabilities for solving the problem and, thus, has a limited viewpoint; (2) there is no system global control; (3) data are decentralized; and (4) computation is asynchronous. The motivations for the increasing interest in MAS research include the ability of MASs to do the following: First is to solve problems that are too large for a centralized agent to solve because of resource limitations or the sheer risk of having one centralized system that could be a performance bottleneck or could fail at critical times. Second is to allow for the interconnection and interoperation of multiple existing legacy systems. To keep pace with changing business needs, legacy systems must periodically be updated. Completely rewriting such software tends to be prohibitively expensive and is often simply impossible. Third is to provide solutions to problems that can naturally be regarded as a society of autonomous interacting components-agents. Fourth is to provide solutions that efficiently use information sources that are spatially distributed. Examples of such domains include sensor networks (Corkill and Lesser 1983), seismic monitoring (Mason and Johnson 1989), and information gathering from the internet (Sycara et al. 1996). Fifth is to provide solutions in situations where expertise is distributed. Examples of such problems include concurrent engineering (Lewis and Sycara 1993), health care, and manufacturing. Sixth is to enhance performance along the dimensions of computational efficiency, reliability, extensibility, maintainability, responsiveness, flexibility, and reuse. [8] 
Bayesian Filtering:
While improved techniques based on Bayesian filtering (e.g., taking into account word proximity, stripping HTML tags used by spammers to break up words, etc.) continue to be widely used, a more intelligent approach was needed. 

Around 2003, the need for new, specialized anti-spam technologies became clear and a number of high tech startups came into existence to develop these technologies, among them Corvigo (acquired by Tumbleweed in March 2004), Proofpoint, and others. The technological approaches of these companies were based on software algorithms originating in the field of artificial intelligence, a branch of computer science. 

Fundamentally, these technologies perform text classification using non-Bayesian techniques. However, they must also adapt automatically to the changing character of spam. To do this machine learning techniques have been applied.[AS2]

AI is also being used to make anti-spam filter engines smarter (see box story).
Artificial intelligence (AI) is also used in anti-spam and content management solutions.

Bayesian filtering, for one, is a new and powerful personalized anti-spam filter superior to today's list-based solutions. Using AI, it allows a user to 'train' the anti-spam filter engine to recognize what the user himself considers spam. So if the user deletes baseball related e-mail messages without opening them, the system will 'learn' that he is not interested in baseball and filters the messages accordingly. 

Content filtering is also going AI. A new content filtering technology by iCognito is able to correctly identify pornographic websites. It does by checking the site's content against a set of parameters like picture-to-text-ratios and background colors used.[AV3]

Heuristic Searches:

Heuristic techniques are used to find unknown viruses and threats that have not yet been cataloged with signatures. Heuristics looks at characteristics of a file, such as size or architecture, as well as behaviors of its code to determine the likelihood of an infection. Heuristics can sometimes find and stop many new viruses before they execute. It is also used to find known viruses that do not lend themselves to signatures, like some of the new metamorphic viruses that can obscure their entry points, have obfuscated code structures (that can shrink or expand themselves through their metamorphic engines), and are often encrypted as well. [AV1]
This allowed information security (IS) solutions like anti-virus and intrusion detection systems to rely on 'list-based' technologies to keep their users safe. 

Whenever a new virus or hacking attack method surfaces, security experts tag a 'signature' to it, making it available for download into the virus lists maintained by the anti-virus software vendor. 

The only problem: This reactive way of bug-fighting could take hours to deploy. And this is too slow for today's cutting-edge worms which exploit system and application loopholes, often before the signature list is updated. 

As it only takes worms like Slammer to spread worldwide within 15 minutes, security vendors are now developing systems using AI technologies to fight back.

'File- and system-based heuristics allow anti-virus solutions to recognize and react to an attack in real time, thus preventing it from infecting the user even when the signature file is not updated,' said Mr. Vincent Weafer, senior director of Symantec's response centre in the United States. 

Heuristics do this by comparing incoming files against a list of suspicious behavioral patterns and traits in the engine, proactively blocking any that show such characteristics. 

Heuristics alone can detect up to 55 per cent of new virus threats. Combined with signatures, it raises the chance of detection of new viruses to the high 90s.[AV3]
CONCLUSION

Security professionals are decisively outgunned and outnumbered. While they are busy trying to learn about all the new threats they must defend against and patching servers for known vulnerabilities, perpetrators continually construct new assaults and openly share their findings. In hopes of keeping ahead of this vicious cycle, enterprises have installed an array of tools, from firewalls and anti-virus software to intrusion detection systems (IDS) and their cousins, intrusion prevention systems (IPS). However automated these systems purport to be, they can only realize their full potential by relying on the capabilities, experience and dedication of the security and network administrators responsible for installing, configuring and maintaining them. Success depends on the review and analysis of the increasing volumes of data these devices generate. As Albert Einstein once stated, "Information is not knowledge." Indeed, knowledge can only be derived through expert analysis. The trouble is, not enough experts exist to perform the analysis.[2]
A human touch In that respect, neural technologies mimic the steps a human security professional would take. Consider the example of a company that hires a new security professional to work with some existing security tools. A normal course of action would be for that security pro to begin by learning the network configuration and becoming familiar with normal traffic patterns. Early on, he might get an alert[2]
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