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Over the last few decades, Network Security and Artificial Intelligence have been working ‘hand in hand’ with organizations to solve what is proving to be a monumental problem - to create an impenetrable wall guarding a most valuable asset, information.  Everything that an organization does - involves information: databases of payroll records (employee names and SSN), confidential formulas, lists of customer names and addresses (that includes you and me), daily transactions, financial closing reports, and many others.

Organizations have become increasingly dependent on the rapid access and management of information since more information is being stored and processed on network-based computers than ever before. The increase in connectivity turns out to be a double-edged sword. While providing access to larger databases more quickly than ever before, it also provides an avenue to the data from virtually anywhere in the network. [1]
With this rapid integration of a global network economy and emergence of ecommerce, information has become an open target for attack. Protecting information is crucial to a company’s everyday operation since attacks can result in significant loss of time and money and, therefore, it is also crucial to the success of our national economy.  Network Security is an international priority and an area of increasing concern.  Artificial Intelligence techniques are becoming more and more common in finding a solution to this problem.
In order for me to explain the implementation of AI techniques in Network Security, I first have to explain a general overview of Network Security. Network security can be defined as the “protection of networks and their services from unauthorized modification, destruction, or disclosure, and provision of assurance that the network performs its critical functions correctly and there are no harmful side-effects. Network security includes providing for data integrity.” [2] 
Intrusion Detection is a category of Network Security that can be defined as the “art of detecting inappropriate, incorrect, or anomalous activity.” [3] Intrusion Detection has become an essential part of the information security process and critical component in today’s computer systems. More specifically it involves: “monitoring and analyzing both user and system activities, analyzing system configurations and vulnerabilities, assessing system and file integrity, being able to recognize patterns typical of attacks, analyzing abnormal activity patterns, and tracking user policy violations.” [4]
An Intrusion Detection System (IDS) is an instrument of Intrusion Detection. There are many different Intrusion Detection Systems - most you have heard of the more ‘primitive’ ones (in that they don’t detect anomalous activity, so may not technically be considered as Intrusion Detection Systems, but maybe implementations of): AntiVirus & AntiSpam filtering, Firewalls and Spyware.  While these are extremely necessary in today’s world, they have one major flaw. They are generally restricted in their monitoring functionality since they can only prevent malicious activities that have been recognized and previously defined.  This is why your anti-virus software constantly needs to be updated on a regular basis.
There are primarily two approaches to detection, 1) Misuse/Signature-based/Knowledge-based detection, and 2) Anomaly/Behavior detection. Signatures are static definitions of known patterns of attack or security events (worms, viruses, etc) that can compromise a network system. Most commercial implementations of Intrusion Detection apply the misuse, or signature-based model. Examples are anti-virus and anti-spam filtering software which use Artificial Intelligence techniques such as Heuristic searches and Bayesian filtering to locate any improper activity. While these Intrusion Detection implementations are highly accurate, certainly valuable, and it is advisable to filter out these known attacks, they are simply not good enough for an organization. Would-be intruders are constantly coming up with new types of attacks that are just different enough to slip through these static systems.[5] Anomaly based approaches attempt to solve this problem by using statistical techniques, like data-mining, to find patterns of activity that appear to be abnormal.  In addition, they use Fuzzy logic, and non-linear algorithms such as Neural Networks and Genetic algorithms.
Data-mining, Fuzzy logic, Neural networks and Genetic algorithms, hmmm… these sound like sophisticated Artificial Intelligence topics.  Let’s go over their definitions, since you will see these terms often throughout the rest of the paper. To eliminate any confusion that may arise from simplifying a definition into my own words, I have quoted a few qualified and reputable sources.
Data-mining , occasionally called “knowledge discovery”, has been defined as being "concerned with uncovering patterns, associations, changes, anomalies, and statistically significant structures and events in data." [6] Another source reads “the nontrivial extraction of implicit, previously unknown, and potentially useful information from data” and also the “science of extracting useful information from large data sets or databases". Although it is usually used in relation to analysis of data, data mining, like artificial intelligence, is an umbrella term and is used with varied meaning in a wide range of contexts.” [7]
Fuzzy Logic can be described as a “superset of conventional (Boolean) logic that has been extended to handle the uncertainty in data. Propositions can be represented with degrees of truthfulness and falsehood. For example, the statement, today is sunny, might be 100% true if there are no clouds, 80% true if there are a few clouds, 50% true if it's hazy and 0% true if it rains all day. [8]
Genetic algorithms (GA), roughly speaking, “keeps a population of individuals, each of which corresponds to a different solution to the same problem, and is represented by a sequence of "genes". For each generation, each individual is evaluated according to a fitness function, indicating how good it is as a solution to the problem. When a next generation is produced, individuals with higher score have more chance to become a parent. Each pair of parents produces their children by crossover of their gene sequence, so that the children inherit some, but not all, of each parent. Also, random mutations happen in some gene during reproduction, so that each new generation consists of some novel solutions.” [9]
Neural Networks are “a system of programs and data structures that approximates the operation of the human brain. A neural network usually involves a large number of processors operating in parallel, each with its own small sphere of knowledge and access to data in its local memory. Typically, a neural network is initially "trained" or fed large amounts of data and rules about data relationships (for example, "A grandfather is older than a person's father"). A program can then tell the network how to behave in response to an external or can initiate activity on its own (within the limits of its access to the external world).” [10] Neural applications use complex mathematical algorithms to scour vast amounts of data and categorize it in much the same fashion as a human would. [5] Neural networks are sort of an “all-inclusive” AI technique in that they use several principles, including gradient-based training, fuzzy logic, genetic algorithms, and Bayesian methods when making determinations.
Now that you’ve seen a glimpse of the Network Security world and have revisited a few AI definitions, it is time for further exploration.  Due to the strong need and demand for an effective IPS, Scientists and Engineers have been diligently working, re-examining and testing the limits of AI techniques for practical application and involvement in the field of Network Security.

Currently, the most effective IDS’s to date, actually utilize a combination of the AI techniques mentioned above. This has created yet another model of Network Security labeled “Intrusion Prevention System” (IPS).  While still in its early infancy, the main goal of IPS is to prevent the attacks before they can occur and/or prove to be detrimental. For an IPS to have the ability to learn from prior experiences is optimal. Although today’s IPS technology is advancing at an acceptable rate, and there are many ‘satisfactory’ Intrusion Detection and Intrusion Prevention Systems available today, there is still much more to be learned and experimented.


As I briefly mentioned before, the major downside to IDS’s today is that most are reactive to attacks, as opposed to proactive, since they are based on misuse or knowledge-based signatures that are developed in response to prior attacks. Other problems that arise are “false alarms”, meaning incorrectly alerting a security staff member of a security breach when in fact, only normal activity had occurred. Too many false alarms, and the security team starts to lose confidence in their system and may overlook an actual attack thinking it is only another meaningless warning. In close relation, probably the most under-calculated simply because of their nature, is the alerts that were not thrown regarding actual attacks because they were not detected. Defining what an attack is, and what it is not, is an extremely hard task to define to an IDS or IPS. Another problem is that the sizes of the databases required to hold the information necessary (possibly millions of records daily) to effectively analyze an organization’s transactions are becoming larger and less manageable without the hiring of new staff. As the years progress, this problem will only get worse.

One approach to solve these problems is the use of Data-mining. As mentioned before, data mining is the ability to read data and pull from it patterns or deviations which may not be seen easily to the naked eye. Data-mining can identify guidelines for network activity using an anomalous/behavioral approach to Intrusion Detection. These guidelines can be used to detect variants in activity since we are looking for abnormal activity versus a unique signature and can therefore set off an alarm of some type – whatever the security analyst has decided. [11] Potentially the most contributing way that data-mining will help is with data reduction. Current data-mining algorithms can effectively and efficiently identify attack activity better than those previously, and reduce the size of the data that needs to be retained for future comparisons. One in particular is called a “distributed data-mining” approach which is contrary to most data-mining and knowledge discovery approaches that assume all the data is partitioned horizontally, or over the same set of features. Distributed data-mining can handle data symbolic of spatial or logical distribution, multi feature representations, and vertical partitioning of feature sets. [12]
Fuzzy logic, fuzzy agents, fuzzy classifiers, fuzzy cognitive maps, fuzzy rule-bases, fuzzy clustering, fuzzy linguistic values and other “fuzzy *” monikers are quite often seen in Intrusion Prevention research. Three reasons why fuzzy concepts are helpful in Intrusion Prevention are: 1) they can readily combine inputs from wide varying sources, 2) normal and abnormal activities are not well defined, and 3) the degree of alert that can occur is often fuzzy. [13] Fuzzy rules are used to define normal and abnormal network activity. A fuzzy inference algorithm is applied to those rules to determine when an intrusion is in progress. [14]

Due to their somewhat ‘forgiving’ qualities, fuzzy concepts are often used within other Artificial Intelligence techniques.  Combined implementations that can be found in Network Security and Intrusion Prevention Systems involve fuzzy logic and data-mining, neuro-fuzzy techniques, and fuzzy classifiers evolved from genetic algorithms.

Specialists of the fuzzy logic and data-mining approach realize the benefit of integrating fuzzy logic with data-mining’s association rules and frequency episodes to create, as you may have guessed, fuzzy association rules and fuzzy episode rules. Intrusion Detection involves many quantitative features and has difficulty defining “hard rules” so utilizing fuzzy principles allows for extracting patterns for temporal statistical measurements at a higher and more productive level. The Computer Science department at Mississippi State University has defined a continuous and monotonic function for the application of fuzzy association rules and fuzzy frequency episodes in anomaly detection. [15]

Another approach involves using genetic algorithms to evolve a set of fuzzy classifiers to characterize invalid and valid behavior on network system traffic. As mentioned in the definition above, genetic algorithms are the computational equivalent of the natural evolutionary process. While explaining this would be too complex for the nature of this report, experiments supported by the Defense Advanced Research Projects Agency (DARPA) yielded positive results encouraging more research in the utilization of genetic algorithms in Intrusion Prevention Systems. [14]
Although two different concepts, both fuzzy logic and neural network intend to give software a way to understand human behavior patterns and thinking processes, such as problem solving. While fuzzy logic approximates human reasoning in knowledge-based systems, the neural networks aim at pattern recognition, optimization and decision making. These two technological innovations combine and deliver the best results. This has led to a new science called “neuro-fuzzy logic” in which the “explicit knowledge representation of fuzzy logic is augmented by the learning power of simulated neural networks.” [16] Fuzzy clustering, as it is called, works by ‘teaching’ itself foundation profiles of the network in various states. 
A working example of this technology is Adaptive Security Engine (ASE) by Privacyware. Although they claim their ASE to be better than an IPS, it really is, by definition, the same. Their ASE can work entirely on its own, defining a baseline of normal activity and then reporting on events outside of that norm. It ‘remembers’ what different users do at different times, i.e. log in at 9:00am, logon to database at 9:15am, no activity from 12:00am to 1:00pm, and so on.  All this information is then grouped into clusters that represent normal activity. A security administrator could define different models for different types of employees, i.e. Manager, temp, Secretary, etc and determine what is normal. Fuzzy logic prevents these clusters from being too defined. Any events of abnormal activity are obvious to an administrator because they are farthest away from any clusters. At that point, he can take action, either by simply lumping it into a known cluster, establishing a new one, or taking security measures. Alternatively, the ASE can be configured to automatically classify new events on its own, through before said AI technology. If performed routinely, this will add more knowledge to the learning algorithms and adjust the baseline database, increasing the accuracy of the entire system. [5] 

The application of Neural Networks into Intrusion Detection is well under way.
A Neural Network learns by example in the same way a child learns how to write. A parent or teacher repeatedly instructs the child how to form certain letters and spell words until they are able to do so on their own. Neural Networks can achieve a substantially high accuracy rate, provided that a large enough body of messages is supplied to the Neural Network during training. After the Neural Network is implemented in an IPS, as errors are made, the system can ‘learn’ not to make the same mistake twice. [17]
As a final example, Symantec’s Norton AntiVirus utilizes IBM's neural network boot detection technology to teach itself to ‘learn’ the difference between infected and uninfected boot records. By being shown many examples of viruses and non-viruses, the neural network learned to recognize viruses better than traditional heuristics hand-tuned by virus researchers. [18]

CONCLUSION


Network Security has become a major priority in our world today. Intrusion Detection/Prevention Systems, with the help of Artificial Intelligence techniques, have become fundamentally necessary in our workplace. With more advances made in AI, strives towards more security within organizations can be achieved. However, as intelligent and these new systems claim to be, they can only realize their full potential by relying on the capabilities, experience and dedication of the security and network administrators responsible for maintaining them.
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