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Analogy in Artificial Intelligence

The ability to form analogies is vital to intelligence.  Thus, a computer program which can form analogies is paramount to the advancement of artificial intelligence and computer science in general.

In a sense, artificial intelligence is the primordial field of computer science.  A hundred years ago when people speculated what fantastic inventions we would have today, none would ever have guessed that there would be such a prevalent and life altering machine, which simply sits where it is and by outward observation does nothing, as a computer.  If this speculator from the past were to ask us what such a seemingly useless device could do to bring it to the forefront of technology, the clearest answer we could give would be to say that it thinks.  Still, the functioning of a computer is not generally considered to be thought on the level of a human, but the function it performs resembles thought more than any other form of labor.  Furthermore, the bases for its development has been to simulate aspects of human thought.  The first computers were created to perform the formulaic mental activity of calculating trajectories of ordinance.  The development of compilers for higher level languages were essentially a crude imitation of language comprehension.  The advancement of object oriented, event driven programming with multitasking allowed a computer to exhibit the human trait of selective attention among a range stimuli and trains of thought.  A vital aspect of human thought, which is still beyond the capabilities of computers, is the ability to form mental associations by analogy.  It is these associations which give us the ability to develop a familiarity with objects we regularly encounter.

An analogy is a mapping from one set of data, the source, to another set of data, the target, such that important relationships between pieces of data are maintained, and there is an inverse, though the mapping does not necessarily have a one to one correspondence between elements.  Generally any invertible map is necessarily one to one, however, this is not the case here because, unlike the traditionally defined map, an analogy can map one element to many elements.  Analogies are useful for providing a depth of understanding to a given situation, the tenor, through a similar situation, the vehicle.  This occurs by elaborating some aspect of the tenor by mapping it to the vehicle, describing events in terms of the vehicle, then mapping back to the tenor carrying the new information gotten from the vehicle.  An example would be if I want to do action A, but instead I do action B.  I could elaborate on this by saying part of me (AI) wants to do A, and part of me (BI) wants to do B, so I negotiate with myself to determine what i will do.  Here the tenor is me wanting A but doing B, the analogy is mind as multiple people interacting, and the vehicle is AI and BI negotiating.  Through the use of this analogy I could guess at some possibilities from my knowledge of negotiations.  It could be that AI's matter is more urgent, or AI is dominant, or that A and B are mutually exclusive activities.  Essentially analogies form associations between important elements of similar situations to provide deeper understanding [BHIS].

That analogy is important to human thought has long been understood.  The philosopher David Hume went so far as to say that is all there is to human though. According to Hume the human mind is a "bundle of associations."  And, that our thoughts consist of simple ideas, which come from distinct and indivisible impressions and complex ideas that come from several simple ideas associated with each other. It was through these associations that Hume concluded that human experience is more than just a dream, and that these associations allow us to grasp was exists in the material world around us.  "Were ideas entirely loose and unconnected, chance alone would join them; and 'tis impossible that the same simple ideas should fall regularly into complex ones...without some bond of union among them" [H].  Although, there is wide criticism of Hume's conjectures, there is also wide support.  The criticism is largely over the claim that there is nothing to the mind but association.  That his ideas generally are so widely accepted indicates the importance of association to human thought.

A common analogy in these days, which illustrates the place of these associations in understand, is several blind observers investigating an elephant.  One observer touches the hide and says elephants are round and tough.  Another observer touches the trunk and says elephants are snake like and supple.  The final observer touches the ear and says elephants are thin and flat.  All three observers have some idea of what an elephant is which is correct, but without a larger picture of what an elephant is, their observations seem contradictory.  Analogies serve to connect related observations in a way that in a way that can generate this larger picture.  The observers and the elephant is more than just a theoretical situation.  the neurologist Oliver Sacks documents a case where his patient, Dr. P, is unable to connect visual experiences together to make a judgment as to what he is looking at.  The case of Dr. P is important because the rest of his mind in general is unimpaired, and thus he is able to give a lucid description of what is happening.  He is unaware of these problems as problems due to his inability to make judgments about his visual experiences, but when dealing with non visual experiences his mental abilities are preserved or perhaps even enhanced.  Dr. P's condition comes out in the way he looks at Dr. Sacks when they first meet.  Dr. Sacks describes it as, "... [his eyes] instead of looking, gazing, at me, 'taking me in', in the normal way, made sudden strange fixations - on my nose, on my right ear, down my chin, up to my right eye - as if noting (even studying) these individual features, but not seeing my whole face, its changing expressions, 'me', as a whole."  When presented with a rose, Dr. P reacts to it as if it were an alien thing and describes it as "About six inches in length, a convoluted red form with a linear green attachment."  Once he smells it, it immediately becomes a familiar rose, and he begins to sing about roses [S].  It is as if the vehicle of analogy can only bring his associations with the idea of a "rose" together through his non-visual senses.  With out this, the distinct attributes of a rose are just that, distinct attributes and nothing more.  Once he smells the rose he is able to map it and its attributes to the rose in the song and back again bringing with it information about the events in the song and thus the meaning of rose.

A program that could reason by analogy could potentially use this ability to deal with an unfamiliar circumstance by relating this situation to familiar past situations that are similar.  All real life situations are to some degree unfamiliar, since each moment in time is unique, so it is necessary for an ai to be able to deal with unfamiliar situations in order to be able to function in real life.  Such a program could also learn complex abstract concepts from simple concrete ones by finding classes of concepts where all the concepts in that class are similar to each other in a particular way.  Here the concepts which make up the class are concrete and the class itself is abstract.  Any learning system that can not reach to a more abstract level will never learn something truly new, but rather a better version of what it already knows.  Although the current programming paradigm is not conducive to the use of analogies, there do exist some programs that deal with it.  Two programs in particular are Prodigy and ACT-R.  Prodigy forms Plans in unfamiliar situations by relating it to familiar ones, and ACT-R is a general algorithm for forming analogies between groups of concepts based on how they are related.

Prodigy works with the user to generate plans by bringing up similar past plans which contain parts that could be used to solve some or all of the planning problem at hand [CV].  Route Planning by Analogy uses Prodigy to plan driving routes through Pittsburgh.  It presents a use for Prodigy in which a user can literally see how Prodigy generates plans.  The program brings up previous relevant driving routs and connects portions of these old routs with novel routs.  The program also had an optimal algorithm for generating plans in terms of distance traveled by approximating a straight line, and a heuristic search which generated routes by going in the general direction of the destination.  The algorithm which used prodigy was faster than either of these algorithms.  The authors attributed this to Prodigy recalling previously generated solutions faster then new solutions could be generated.  In Addition to being faster the program can also learn to adjust to the constantly changing quality of a route based on the driver's taste, traffic conditions, time of day, weather, or other variables.  This is because these variables are taken into account in determining the similarity between cases, so if it is a rainy day, past routes will be chosen which were good on a rainy day [HV].

ACT-R generates an analogy between sets of objects and relations based on the roles objects or relations play in the relations.  For example, in the relation the earth revolves around the sun, the earth plays the role of a revolver and the sun plays the role of center.  ACT-R beguines by finding corresponding objects in the source and target sets to be mapped based on the similarity between these two objects and their importance.  It assumes that there is some similarity metric already in place but determines the importance.  The importance of an object or relation increases as the number of times it is referred to increases and decreases as the time since when it was last referred to increases.  It then considers the relations that these two objects play roles in and maps them in the same and continues to do so until it reaches a relation which does not play a role in any other relations, or reaches a relation it has already mapped.  It then beguines again with a new object until all objects have been mapped.  ACT-R is similar to other programs, which fit in the general category of conceptual reasoning, except that relations in ACT-R can be between more than just two concepts and relations can be between other relations in addition to just objects [SA].

Both of these programs provide a computer with the use of analogies.  Prodigy is more practical, since it could augment the planning abilities of a user or potentially allow for an adaptable learning ai.  While ACT-R is less readily implemented, it goes deeper into the heart of analogies as a way of understanding concepts.  Neither of these programs, however, are fluent with analogies.  Realizing an analogy is not a formulaic task.  It involves vague impressions and is highly subjective.  It is tied in with our subconscious minds, and so the mechanism by which it works is not readily apparent to us as conscious calculations are.  This makes it exceedingly difficult to turn into a program.  The place to look for the solution may be in our dreams.  To do so may seem unreasonable or a waste of time as a computer, which is dreaming, serves no apparent practical function, but by the standards of what a machine was considered to be a hundred years ago neither does a computer.  Computers were different from these machines in that they performed an internalized action which determines what overt actions more traditional machines perform.  Dreaming is internalized further than conscious thought and to some degree determines our conscious thoughts.  Yet, What such a machine might look like is even more mysterious than dreaming itself.
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