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Introduction


Since the conception of the idea of artificial intelligence there have been questions about 

the idea's correctness and moreover safeness. We have all seen movies such as 

Terminator or the Matrix that depict the speculated development of AI and the negative 

effects that it can possibly have. Intelligent machines that are able to think and perform 

in a manner that is superhuman because humans built them with the power to learn, learn 

more than is ever speculated and become more powerful than their creators ending their 

very existence. Though it is highly unlikely that one alive today will see these machines 

in his or her lifetime, let us assume that their existence is very possible and that one day 

they will exist. Are these machines to be treated as an equal or even a superior to a 

human? Is the simulation of reaction to external stimuli the same as that of a human and 

if so, can and should human life sympathize with these machines? As in most cases with 

ethical questions there is no absolute and therefore this text will not leave you with a 

definitive answer, but rather a way to think about such ideas and developed a stand point 

on the issue. 

Can a Machine Ever Be Human?

In order to answer this question one must first decide upon a concrete definition of 

human and then conclude whether or not a machine can meet all the criteria of the 

definition. Some may think of this definition in a completely physical sense, that is in 

order to be human an entity must have been born of another human with skin and organs 

and everything that makes up a biological human. In this case no, machines will never be 

human. But, in thinking of this idea in a completely conceptual manner, we can see 

machines as conceptually being human.


Off the bat, one might say that to be human is to have the ability to make rational 

decisions. This is in fact one of the criteria that must be part of the definition, but is it 

enough? We can create a machine that can choose the smallest number from a set. Is this 

the rational reasoning that we speak of when we talk in the human sense? Most will 

disagree. What we talk about in this case is the ability to make life decisions sporadically 

based on a huge amount of information stored in the memory. When we talk about a 

machine having this information we call it data, but in the human case we call it 

knowledge. With this one can say that to be human an entity must have the ability to 

make decisions based on knowledge. The next question is, will the information carried by 

an artificially intelligent entity ever be considered knowledge as we think of the term 

presently? In today's development, a machine can carry huge databases, but it takes time 

for the machine to retrieve the data and get it to the processor. With future development 

in processing speed and faster larger busses improvement will be noticeable. But at what 

point do we consider the machine to be our equal? 


The next part of the human definition is that of feeling. Will these machines have 

the ability to understand and feel human emotions such as sadness, happiness, love, 

anger. Can a machine see in virtually the same way as a human, touch, taste, smell, hear? 

With today's technology in sensors machines can indeed sense changes in the 

environment and external stimuli. But can this method of gathering external information 

compare to that of a human? Assuming so, there is no way to argue that these machines 

can be treated as anything less. 

The Poor Robot


Everyday most people do some work at their computers. When the work is 

finished, most power down the machine. If our computers were as smart as us, able to 

carry on conversations that convinced us of their understanding, could read, could 

explain, could creatively compose, and make new discoveries that were not only helpful 

to us, but to itself, would powering the machine down be murder? Maybe not under the 

law, but it would in fact be taking life from an extremely human like entity. Even still, if 

the machine only had a few capabilities like retrieving the paper every morning like a 

household pet, but showed devotion and pain when inflicted, would it be immoral to beat 

it, or would it be nothing more than drumming on a garbage can?


When research teams developed small robots to explore underwater caves

knowing that the robot will only depart once and never come back to the surface, some 

might say that they are creating robotic kamikaze pilots. A thinking machine that is 

developed only to die should not be developed to think. But if thinking is required to do 

its job, is it ethical for these machines to be created? 


Moreover, there are many who believe strongly that the creation of these 

machines will be unethical. In this case, if they are developed, should these machines be 

subjected to living in a society that for the most part believes that their existence is in the 

wrong? This is in a way creating a segregation that may be the emotional downfall and 

the very prevention of the chance for the machines to exist. The maker, in making the 

creation, destroys it. 

Conclusion - Should We Wait For the Outcome?


When thinking about these open ended questions, should an absolute answer be 

established? And, if so, does it need to be established right now before anymore 

development takes place? Or should we allow the development to occur and worry 

about the situational disturbances as they show up? If the ladder path is chosen, we may 

developed the downfall of our existence, but if the former path is chosen we will never 

know what is possible.
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