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Introduction

Introduction

@ Discrete random variables can only take a countable number of
possible values.
@ Continuous random variables have a range in the form of

o Interval on the real number line.
e Union of non-overlapping intervals on real line.

e We also know that for any k € R,P(X = k) = 0.
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Introduction

Introduction

@ Discrete random variables can only take a countable number of
possible values.
@ Continuous random variables have a range in the form of

o Interval on the real number line.
e Union of non-overlapping intervals on real line.

e We also know that for any k € R,P(X = k) = 0.
e CDF works but PMF does not since P(X = k) = 0.
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Probability Distribution Function
Probability density functions

e Random variables arise by a (never-ending) process of refinement

from discrete random variables
A discrete random variable associated with some experiment takes

on the value 6.283 with probability p. If we refine, in the sense
that we also get to know the fourth decimal, then the probability
p is spread over the outcomes 6.2830,6.2831,--- | 6.2839.
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Introduction Probability Distribution Function

Probability density functions

e Random variables arise by a (never-ending) process of refinement

from discrete random variables
A discrete random variable associated with some experiment takes

on the value 6.283 with probability p. If we refine, in the sense
that we also get to know the fourth decimal, then the probability
p is spread over the outcomes 6.2830,6.2831,--- | 6.2839.

o Continuing the refinement process, the probabilities of the possible
values approaches zero

@ The probability that the possible values lie in some fixed interval [a, b]
will settle down.
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Probability Distribution Function
Probability density functions

Definition
A random variable X is continuous if for some function f : R — R and for
any numbers a and b with a < b

P(a< X <b) :/bf(x)dx

The function f has to satisfy f(x) > 0 for all x and [~ f(x)dx = 1. We
call f the probability density function (or probability density) of X.
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Probability Distribution Function
Probability density functions

@ The probability that X lies in an interval [a, b] is equal to the area
under the probability density function f of X over the interval [a, b]

Pla< X <b)

:3I
a b

Area under a probability density function f on the interval [a, b].
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Probability Distribution Function
Probability density functions

@ If the interval gets smaller and smaller, the probability will go to zero:
for any positive
a+e
P(a—eSXSa—i—s):/ f(x)dx

a—¢e

@ sending e to 0, P(x =a) =0
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Probability Distribution Function
Probability density functions

@ If the interval gets smaller and smaller, the probability will go to zero:
for any positive
a+e
P(a—6§X§a+s):/ f(x)dx

a—¢e

@ sending e to 0, P(x =a) =0
o P(a<X<b)=Pla<X<b)=Pla<X<b)=Pa<X<b).
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Probability Distribution Function
Probability density functions

— 26 —

e What does f(a) represent?
Pla—e < X <a+e)=~2:f(a)
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Probability Distribution Function
Probability density functions

— 26 —

e What does f(a) represent?
Pla—e < X <a+e)=~2:f(a)

e f(a): a (relative) measure of how likely it is that X will be near a.
(can be arbitrarily large)
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Introduction Probability Distribution Function

Discrete VS. Continuous

o discrete random variables: no probability density function f
@ continuous random variables: no probability mass function p
@ both have a distribution function F(a) = P(X < a).

P(a< X < b)= P(X < b)— P(X < a) = F(b) — F(a).
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Introduction Probability Distribution Function

Discrete VS. Continuous

discrete random variables: no probability density function f

continuous random variables: no probability mass function p
@ both have a distribution function F(a) = P(X < a).

P(a< X < b)= P(X < b)— P(X < a) = F(b) — F(a).

@ for a continuous variable X
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Introduction Probability Distribution Function

Probability Density Function(PDF)

@ We define the PDF of random variable X as

Definition: Consider a continuous random variable X with CDF
F(x). The function f(x) is the probability density function
(PDF) of X, defined by

if F(x) is differentiable at x.
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Introduction Probability Distribution Function

The darts example

@ Model an experiment: “an object hits a disc of radius r in a
completely arbitrary way”

e we are interested in the distance X between the hitting point and the
center of the disc.

o Find out F,f
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Introduction Probability Distribution Function

The darts example

@ Model an experiment: “an object hits a disc of radius r in a
completely arbitrary way”

e we are interested in the distance X between the hitting point and the
center of the disc.

o Find out F,f
o F(b)=P(X<b)=Z =% for0< b<r.

r2

o f(x)=LF(x)=3Lx2=Zfor0<b<r.

r2

10 /22



Probability Distribution Function
Properties of PDF

Consider a continuous random variable X with PDF f(x). We have

o f(x)>0foraIIX€R.

Qf u)du = 1.

9P(a<X<b):F( — F(a) = [P f(u)

@ More generally, for a set A, P X eA) fA
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Probabilty Distribution Function
Range

@ Range of a random variable X is the set of all possible values of the
random variable.

@ For a continuous random variable, we can define it as the set of all
real numbers with non-zero PDF.

Rx = {x|f(x) > 0}
@ Rx defined here might not show all possible values of X but the
difference is unimportant.
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Introduction The uniform distribution

Continuous Random Variables and their Distributions: the

uniform distribution

@ Example: Choose a real number uniformly at random in the interval
[a, b] and call it X.

@ By uniformly at random, we mean all intervals in [a, b] that have the
same length have the same probability.

@ Find the CDF of X.
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Introduction The uniform distribution

Continuous Random Variables and their Distributions: the

uniform distribution

e Uniformity implies that probability of an interval in [a, b] is
proportional to its length.

P(X € [x1,x2]) o (x2 — x1)
@ Since P(X € [a, b]) =1, we have

P(X € [x1,x2]) = Xz:zl, where a < x; < x < b.
e From the definition of CDF, F(x) = P(X < x) we get
0 for x < a
F(x) = = fora<x<b
1 for x > b
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Continuous Random Variables and their Distributions: the

uniform distribution

@ CDF for a continuous random variable uniformly distributed over
[a, b].

F(x)

Figure: CDF for a continuous random variable uniformly distributed over [a, b].
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Introduction The uniform distribution

The uniform distribution

@ The PDF of a random variable with Uniform(a, b) distribution is

given by
a<x<hb

1
_ b—a
f(X)_{O x<aorx>h

o
Tl
B

Figure: PDF for a continuous random variable uniformly distributed over [a, b].
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Introduction The uniform distribution

Continuous Random Variables and their Distributions:

Recap

@ We have the definition of a continuous random variable

Definition:A random variable X with CDF F(x) is said to be
continuous if F(x) is a continuous function for all x € R.

@ The CDF is a continuous function with no jumps.
@ No jumps is consistent with the fact that P(X = x) = 0 for all x.

@ CDF of a continuous random variable is differentiable almost
everywhere in R.

17 /22



Expected Value and Variance

@ Remember the definition of expected value for a discrete random
variable

EX]= Y kp(k) = > kP(X = k).

keRx keRx
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Introduction Expected Value and Variance

Expected Value and Variance

@ Remember the definition of expected value for a discrete random
variable

EX]= Y kp(k) = > kP(X = k).

keRx keRx

@ We can write the definition of expected value of a continuous random
variable as

E[X] = / " f(x)dx

—0o0
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Expectation: the center of gravity

e E[X] is indeed the center of gravity of the mass distribution described
by the function f

00 0 xf(x)dx
E[X] = /_OO xf(x)dx = ff_;:o f((x))dx
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Introduction Expected Value and Variance

Expectation: the center of gravity

e E[X] is indeed the center of gravity of the mass distribution described
by the function f

00 0 xf(x)dx
E[X] = /_OO xf(x)dx = ff‘%; f((x))dx
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Introduction Expected Value of a Function of a Continuous Random Variable

Expected Value of a Function of a Continuous Random
Variable

Law of the unconscious statistician (LOTUS) for continuous random
variables:

Elg(X)] = |72, g(x)f(x)dx

@ Expectation is a linear operation.
o E[aX + b] = aE[X] + b for all a, b € R, Prove
o E[X1+Xo+ ...+ Xy] = EX1 + EXz + ... + EX, for any set of random
variables X3, X5, .., X,,.
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Introduction Expected Value of a Function of a Continuous Random Variable

Variance

@ Variance of a random variable is defined as
Var(X) = E[(X — MX)Z] = EX? — (EX)2

@ For a continuous random variable we can write

Var(X) = E[(X — ux)?] = /Oo (x — px)*f(x)dx

:EXZ—(EX)Zz/ x*f(x)dx — px>

—0o0

@ For a, b € R, we have
Var(aX + b) = a°Var(X)
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Discrete vs Continuous Random Variables

Discrete Continuous

PMF PDF
plx) = P(X = x) f(x) = 75
2 /
E[X] = > kery kp(k) E[X] = 7o xf(x)dx
LOTUS LOTUS
Elg()] = Y g(k)p(k) | Elg(X)] = [, g(x)f(x)dx

keRx

Introduction Expected Value of a Function of a Continuous Random Variable
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