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Figure 2: Network with three egress routers connecting to two neigh-
boring ASes: Solid lines correspond to physical links (annotated with
IGP link weights) and dashed lines correspond to BGP sessions.

0. Ignore if egress router unreachable
1. Highest local preference
2. Lowest AS path length
3. Lowest origin type
4. Lowest MED (with same next-hop AS)
5. eBGP-learned over iBGP-learned
6. Lowest IGP path cost to egress router
7. Lowest router ID of BGP speaker

Table 1: Steps in the BGP route-selection process

Partitioning of functionality across routing proto-
cols: In most backbone networks, the routers partici-
pate in three different routing protocols: external Bor-
der Gateway Protocol (eBGP) to exchange reachabil-
ity information with neighboring domains, internal BGP
(iBGP) to propagate the information inside the AS, and
an Interior Gateway Protocol (IGP) to learn how to reach
other routers in the same AS, as shown in Figure 2. BGP
is a path-vector protocol where each network adds its
own AS number to the path before propagating the an-
nouncement to the next domain; in contrast, IGPs such
as OSPF and IS-IS are typically link-state protocols with
a tunable weight on each link. Each router combines the
information from the routing protocols to construct a lo-
cal forwarding table that maps each destination prefix to
the next link in the path. In our design, RCP assumes
responsibility for assigning a single best BGP route for
each prefix to each router and distributing the routes us-
ing iBGP, while relying on the routers to “merge” the
BGP and IGP data to construct their forwarding tables.

BGP route-selection process: To select a route for
each prefix, each router applies the decision process in
Table 1 to the set of routes learned from its eBGP and
iBGP neighbors [19]. The decision process essentially
compares the routes based on their many attributes. In
the simplest case, a router selects the route with the short-
est AS path (step 2), breaking a tie based on the ID of the
router who advertised the route (step 7). However, other
steps depend on route attributes, such as local preference,

that are assigned by the routing policies configured on
the border routers. RCP must deal with the fact that the
border routers apply policies to the routes learned from
their eBGP neighbors and all routers apply the route-
selection process to the BGP routes they learn.

Selecting the closest egress router: In backbone net-
works, a router often has multiple BGP routes that are
“equally good” through step of the decision process.
For example, router in Figure 2 learns routes to the
destination with the same AS path length from three bor-
der routers , , and . To reduce network resource
consumption, the BGP decision process at each router
selects the route with the closest egress router, in terms
of the IGP path costs. Router selects the BGP route
learned from router with an IGP path cost of . This
practice is known as “early-exit” or “hot-potato” rout-
ing. RCP must have a real-time view of the IGP topology
to select the closest egress router for each destination
prefix on behalf of each router. When the IGP topology
changes, RCP must identify which routers should change
the egress router they are using.

Challenges introduced by hot-potato routing: A
single IGP topology change may cause multiple routers
to change their BGP routing decisions for multiple pre-
fixes. If the IGP weight of link – in Figure 2 in-
creased from to , then router would start direct-
ing traffic through egress instead of . When mul-
tiple destination prefixes are affected, these hot-potato
routing changes can lead to large, unpredictable shifts
in traffic [20]. In addition, the network may experience
long convergence delays because of the overhead on the
routers to revisit the BGP routing decisions across many
prefixes. Delays of one to two minutes are not uncom-
mon [20]. To implement hot-potato routing, RCP must
determine the influence of an IGP change on every router
for every prefix. Ultimately, we view RCP as a way
to move beyond hot-potato routing toward more flexible
ways to select egress routers, as discussed in Section 5.4.

3 RCP Architecture

In this section, we describe the RCP architecture. We
first present the three building blocks of the RCP: the
IGP Viewer, the BGP Engine, and the Route Control
Server (RCS). We describe the information that is avail-
able to each module, as well as the constraints that the
RCS must satisfy when assigning routes. We then dis-
cuss how RCP’s functionality can be replicated and dis-
tributed across many physical nodes in an AS while
maintaining consistency and correctness. Our analysis
shows that there is no need for the replicas to run a sep-
arate consistency protocol: since the RCP is designed
such that each RCS replica makes routing decisions only
for the partitions for which it has complete IGP topology
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Figure 2: Network with three egress routers connecting to two neigh-
boring ASes: Solid lines correspond to physical links (annotated with
IGP link weights) and dashed lines correspond to BGP sessions.

0. Ignore if egress router unreachable
1. Highest local preference
2. Lowest AS path length
3. Lowest origin type
4. Lowest MED (with same next-hop AS)
5. eBGP-learned over iBGP-learned
6. Lowest IGP path cost to egress router
7. Lowest router ID of BGP speaker

Table 1: Steps in the BGP route-selection process

Partitioning of functionality across routing proto-
cols: In most backbone networks, the routers partici-
pate in three different routing protocols: external Bor-
der Gateway Protocol (eBGP) to exchange reachabil-
ity information with neighboring domains, internal BGP
(iBGP) to propagate the information inside the AS, and
an Interior Gateway Protocol (IGP) to learn how to reach
other routers in the same AS, as shown in Figure 2. BGP
is a path-vector protocol where each network adds its
own AS number to the path before propagating the an-
nouncement to the next domain; in contrast, IGPs such
as OSPF and IS-IS are typically link-state protocols with
a tunable weight on each link. Each router combines the
information from the routing protocols to construct a lo-
cal forwarding table that maps each destination prefix to
the next link in the path. In our design, RCP assumes
responsibility for assigning a single best BGP route for
each prefix to each router and distributing the routes us-
ing iBGP, while relying on the routers to “merge” the
BGP and IGP data to construct their forwarding tables.

BGP route-selection process: To select a route for
each prefix, each router applies the decision process in
Table 1 to the set of routes learned from its eBGP and
iBGP neighbors [19]. The decision process essentially
compares the routes based on their many attributes. In
the simplest case, a router selects the route with the short-
est AS path (step 2), breaking a tie based on the ID of the
router who advertised the route (step 7). However, other
steps depend on route attributes, such as local preference,

that are assigned by the routing policies configured on
the border routers. RCP must deal with the fact that the
border routers apply policies to the routes learned from
their eBGP neighbors and all routers apply the route-
selection process to the BGP routes they learn.

Selecting the closest egress router: In backbone net-
works, a router often has multiple BGP routes that are
“equally good” through step of the decision process.
For example, router in Figure 2 learns routes to the
destination with the same AS path length from three bor-
der routers , , and . To reduce network resource
consumption, the BGP decision process at each router
selects the route with the closest egress router, in terms
of the IGP path costs. Router selects the BGP route
learned from router with an IGP path cost of . This
practice is known as “early-exit” or “hot-potato” rout-
ing. RCP must have a real-time view of the IGP topology
to select the closest egress router for each destination
prefix on behalf of each router. When the IGP topology
changes, RCP must identify which routers should change
the egress router they are using.

Challenges introduced by hot-potato routing: A
single IGP topology change may cause multiple routers
to change their BGP routing decisions for multiple pre-
fixes. If the IGP weight of link – in Figure 2 in-
creased from to , then router would start direct-
ing traffic through egress instead of . When mul-
tiple destination prefixes are affected, these hot-potato
routing changes can lead to large, unpredictable shifts
in traffic [20]. In addition, the network may experience
long convergence delays because of the overhead on the
routers to revisit the BGP routing decisions across many
prefixes. Delays of one to two minutes are not uncom-
mon [20]. To implement hot-potato routing, RCP must
determine the influence of an IGP change on every router
for every prefix. Ultimately, we view RCP as a way
to move beyond hot-potato routing toward more flexible
ways to select egress routers, as discussed in Section 5.4.

3 RCP Architecture

In this section, we describe the RCP architecture. We
first present the three building blocks of the RCP: the
IGP Viewer, the BGP Engine, and the Route Control
Server (RCS). We describe the information that is avail-
able to each module, as well as the constraints that the
RCS must satisfy when assigning routes. We then dis-
cuss how RCP’s functionality can be replicated and dis-
tributed across many physical nodes in an AS while
maintaining consistency and correctness. Our analysis
shows that there is no need for the replicas to run a sep-
arate consistency protocol: since the RCP is designed
such that each RCS replica makes routing decisions only
for the partitions for which it has complete IGP topology
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Figure 2: Network with three egress routers connecting to two neigh-
boring ASes: Solid lines correspond to physical links (annotated with
IGP link weights) and dashed lines correspond to BGP sessions.

0. Ignore if egress router unreachable
1. Highest local preference
2. Lowest AS path length
3. Lowest origin type
4. Lowest MED (with same next-hop AS)
5. eBGP-learned over iBGP-learned
6. Lowest IGP path cost to egress router
7. Lowest router ID of BGP speaker

Table 1: Steps in the BGP route-selection process

Partitioning of functionality across routing proto-
cols: In most backbone networks, the routers partici-
pate in three different routing protocols: external Bor-
der Gateway Protocol (eBGP) to exchange reachabil-
ity information with neighboring domains, internal BGP
(iBGP) to propagate the information inside the AS, and
an Interior Gateway Protocol (IGP) to learn how to reach
other routers in the same AS, as shown in Figure 2. BGP
is a path-vector protocol where each network adds its
own AS number to the path before propagating the an-
nouncement to the next domain; in contrast, IGPs such
as OSPF and IS-IS are typically link-state protocols with
a tunable weight on each link. Each router combines the
information from the routing protocols to construct a lo-
cal forwarding table that maps each destination prefix to
the next link in the path. In our design, RCP assumes
responsibility for assigning a single best BGP route for
each prefix to each router and distributing the routes us-
ing iBGP, while relying on the routers to “merge” the
BGP and IGP data to construct their forwarding tables.

BGP route-selection process: To select a route for
each prefix, each router applies the decision process in
Table 1 to the set of routes learned from its eBGP and
iBGP neighbors [19]. The decision process essentially
compares the routes based on their many attributes. In
the simplest case, a router selects the route with the short-
est AS path (step 2), breaking a tie based on the ID of the
router who advertised the route (step 7). However, other
steps depend on route attributes, such as local preference,

that are assigned by the routing policies configured on
the border routers. RCP must deal with the fact that the
border routers apply policies to the routes learned from
their eBGP neighbors and all routers apply the route-
selection process to the BGP routes they learn.

Selecting the closest egress router: In backbone net-
works, a router often has multiple BGP routes that are
“equally good” through step of the decision process.
For example, router in Figure 2 learns routes to the
destination with the same AS path length from three bor-
der routers , , and . To reduce network resource
consumption, the BGP decision process at each router
selects the route with the closest egress router, in terms
of the IGP path costs. Router selects the BGP route
learned from router with an IGP path cost of . This
practice is known as “early-exit” or “hot-potato” rout-
ing. RCP must have a real-time view of the IGP topology
to select the closest egress router for each destination
prefix on behalf of each router. When the IGP topology
changes, RCP must identify which routers should change
the egress router they are using.

Challenges introduced by hot-potato routing: A
single IGP topology change may cause multiple routers
to change their BGP routing decisions for multiple pre-
fixes. If the IGP weight of link – in Figure 2 in-
creased from to , then router would start direct-
ing traffic through egress instead of . When mul-
tiple destination prefixes are affected, these hot-potato
routing changes can lead to large, unpredictable shifts
in traffic [20]. In addition, the network may experience
long convergence delays because of the overhead on the
routers to revisit the BGP routing decisions across many
prefixes. Delays of one to two minutes are not uncom-
mon [20]. To implement hot-potato routing, RCP must
determine the influence of an IGP change on every router
for every prefix. Ultimately, we view RCP as a way
to move beyond hot-potato routing toward more flexible
ways to select egress routers, as discussed in Section 5.4.

3 RCP Architecture

In this section, we describe the RCP architecture. We
first present the three building blocks of the RCP: the
IGP Viewer, the BGP Engine, and the Route Control
Server (RCS). We describe the information that is avail-
able to each module, as well as the constraints that the
RCS must satisfy when assigning routes. We then dis-
cuss how RCP’s functionality can be replicated and dis-
tributed across many physical nodes in an AS while
maintaining consistency and correctness. Our analysis
shows that there is no need for the replicas to run a sep-
arate consistency protocol: since the RCP is designed
such that each RCS replica makes routing decisions only
for the partitions for which it has complete IGP topology
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Figure 2: Network with three egress routers connecting to two neigh-
boring ASes: Solid lines correspond to physical links (annotated with
IGP link weights) and dashed lines correspond to BGP sessions.

0. Ignore if egress router unreachable
1. Highest local preference
2. Lowest AS path length
3. Lowest origin type
4. Lowest MED (with same next-hop AS)
5. eBGP-learned over iBGP-learned
6. Lowest IGP path cost to egress router
7. Lowest router ID of BGP speaker

Table 1: Steps in the BGP route-selection process

Partitioning of functionality across routing proto-
cols: In most backbone networks, the routers partici-
pate in three different routing protocols: external Bor-
der Gateway Protocol (eBGP) to exchange reachabil-
ity information with neighboring domains, internal BGP
(iBGP) to propagate the information inside the AS, and
an Interior Gateway Protocol (IGP) to learn how to reach
other routers in the same AS, as shown in Figure 2. BGP
is a path-vector protocol where each network adds its
own AS number to the path before propagating the an-
nouncement to the next domain; in contrast, IGPs such
as OSPF and IS-IS are typically link-state protocols with
a tunable weight on each link. Each router combines the
information from the routing protocols to construct a lo-
cal forwarding table that maps each destination prefix to
the next link in the path. In our design, RCP assumes
responsibility for assigning a single best BGP route for
each prefix to each router and distributing the routes us-
ing iBGP, while relying on the routers to “merge” the
BGP and IGP data to construct their forwarding tables.

BGP route-selection process: To select a route for
each prefix, each router applies the decision process in
Table 1 to the set of routes learned from its eBGP and
iBGP neighbors [19]. The decision process essentially
compares the routes based on their many attributes. In
the simplest case, a router selects the route with the short-
est AS path (step 2), breaking a tie based on the ID of the
router who advertised the route (step 7). However, other
steps depend on route attributes, such as local preference,

that are assigned by the routing policies configured on
the border routers. RCP must deal with the fact that the
border routers apply policies to the routes learned from
their eBGP neighbors and all routers apply the route-
selection process to the BGP routes they learn.

Selecting the closest egress router: In backbone net-
works, a router often has multiple BGP routes that are
“equally good” through step of the decision process.
For example, router in Figure 2 learns routes to the
destination with the same AS path length from three bor-
der routers , , and . To reduce network resource
consumption, the BGP decision process at each router
selects the route with the closest egress router, in terms
of the IGP path costs. Router selects the BGP route
learned from router with an IGP path cost of . This
practice is known as “early-exit” or “hot-potato” rout-
ing. RCP must have a real-time view of the IGP topology
to select the closest egress router for each destination
prefix on behalf of each router. When the IGP topology
changes, RCP must identify which routers should change
the egress router they are using.

Challenges introduced by hot-potato routing: A
single IGP topology change may cause multiple routers
to change their BGP routing decisions for multiple pre-
fixes. If the IGP weight of link – in Figure 2 in-
creased from to , then router would start direct-
ing traffic through egress instead of . When mul-
tiple destination prefixes are affected, these hot-potato
routing changes can lead to large, unpredictable shifts
in traffic [20]. In addition, the network may experience
long convergence delays because of the overhead on the
routers to revisit the BGP routing decisions across many
prefixes. Delays of one to two minutes are not uncom-
mon [20]. To implement hot-potato routing, RCP must
determine the influence of an IGP change on every router
for every prefix. Ultimately, we view RCP as a way
to move beyond hot-potato routing toward more flexible
ways to select egress routers, as discussed in Section 5.4.

3 RCP Architecture

In this section, we describe the RCP architecture. We
first present the three building blocks of the RCP: the
IGP Viewer, the BGP Engine, and the Route Control
Server (RCS). We describe the information that is avail-
able to each module, as well as the constraints that the
RCS must satisfy when assigning routes. We then dis-
cuss how RCP’s functionality can be replicated and dis-
tributed across many physical nodes in an AS while
maintaining consistency and correctness. Our analysis
shows that there is no need for the replicas to run a sep-
arate consistency protocol: since the RCP is designed
such that each RCS replica makes routing decisions only
for the partitions for which it has complete IGP topology

A prefers B, 
B prefers A
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Figure 2: Network with three egress routers connecting to two neigh-
boring ASes: Solid lines correspond to physical links (annotated with
IGP link weights) and dashed lines correspond to BGP sessions.

0. Ignore if egress router unreachable
1. Highest local preference
2. Lowest AS path length
3. Lowest origin type
4. Lowest MED (with same next-hop AS)
5. eBGP-learned over iBGP-learned
6. Lowest IGP path cost to egress router
7. Lowest router ID of BGP speaker

Table 1: Steps in the BGP route-selection process

Partitioning of functionality across routing proto-
cols: In most backbone networks, the routers partici-
pate in three different routing protocols: external Bor-
der Gateway Protocol (eBGP) to exchange reachabil-
ity information with neighboring domains, internal BGP
(iBGP) to propagate the information inside the AS, and
an Interior Gateway Protocol (IGP) to learn how to reach
other routers in the same AS, as shown in Figure 2. BGP
is a path-vector protocol where each network adds its
own AS number to the path before propagating the an-
nouncement to the next domain; in contrast, IGPs such
as OSPF and IS-IS are typically link-state protocols with
a tunable weight on each link. Each router combines the
information from the routing protocols to construct a lo-
cal forwarding table that maps each destination prefix to
the next link in the path. In our design, RCP assumes
responsibility for assigning a single best BGP route for
each prefix to each router and distributing the routes us-
ing iBGP, while relying on the routers to “merge” the
BGP and IGP data to construct their forwarding tables.

BGP route-selection process: To select a route for
each prefix, each router applies the decision process in
Table 1 to the set of routes learned from its eBGP and
iBGP neighbors [19]. The decision process essentially
compares the routes based on their many attributes. In
the simplest case, a router selects the route with the short-
est AS path (step 2), breaking a tie based on the ID of the
router who advertised the route (step 7). However, other
steps depend on route attributes, such as local preference,

that are assigned by the routing policies configured on
the border routers. RCP must deal with the fact that the
border routers apply policies to the routes learned from
their eBGP neighbors and all routers apply the route-
selection process to the BGP routes they learn.

Selecting the closest egress router: In backbone net-
works, a router often has multiple BGP routes that are
“equally good” through step of the decision process.
For example, router in Figure 2 learns routes to the
destination with the same AS path length from three bor-
der routers , , and . To reduce network resource
consumption, the BGP decision process at each router
selects the route with the closest egress router, in terms
of the IGP path costs. Router selects the BGP route
learned from router with an IGP path cost of . This
practice is known as “early-exit” or “hot-potato” rout-
ing. RCP must have a real-time view of the IGP topology
to select the closest egress router for each destination
prefix on behalf of each router. When the IGP topology
changes, RCP must identify which routers should change
the egress router they are using.

Challenges introduced by hot-potato routing: A
single IGP topology change may cause multiple routers
to change their BGP routing decisions for multiple pre-
fixes. If the IGP weight of link – in Figure 2 in-
creased from to , then router would start direct-
ing traffic through egress instead of . When mul-
tiple destination prefixes are affected, these hot-potato
routing changes can lead to large, unpredictable shifts
in traffic [20]. In addition, the network may experience
long convergence delays because of the overhead on the
routers to revisit the BGP routing decisions across many
prefixes. Delays of one to two minutes are not uncom-
mon [20]. To implement hot-potato routing, RCP must
determine the influence of an IGP change on every router
for every prefix. Ultimately, we view RCP as a way
to move beyond hot-potato routing toward more flexible
ways to select egress routers, as discussed in Section 5.4.

3 RCP Architecture

In this section, we describe the RCP architecture. We
first present the three building blocks of the RCP: the
IGP Viewer, the BGP Engine, and the Route Control
Server (RCS). We describe the information that is avail-
able to each module, as well as the constraints that the
RCS must satisfy when assigning routes. We then dis-
cuss how RCP’s functionality can be replicated and dis-
tributed across many physical nodes in an AS while
maintaining consistency and correctness. Our analysis
shows that there is no need for the replicas to run a sep-
arate consistency protocol: since the RCP is designed
such that each RCS replica makes routing decisions only
for the partitions for which it has complete IGP topology
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RCP’s deployment path is as interesting as the envisioned end
state. The deployment of RCP can proceed in three stages, offering
the following benefits to network operators as RCP becomes more
widely deployed:

1. Control over protocol interactions: RCP customizes the
distribution of BGP routes within an AS by replacing inter-
nal BGP route reflectors. This stage does not require coop-
eration from neighboring domains. Because RCP has a com-
plete view of the intra-AS topology and selects routes on be-
half of all routers in the domain, it can prevent internal BGP
routing anomalies and control traffic flow more directly.

2. Network-wide path selection and policy: By establishing
BGP sessions directly with the routers in neighboring ASes,
RCP can perform all routing decisions for an AS, bypassing
the BGP decision process on the routers. This approach sim-
plifies configuration and allows an AS to select routes based
on high-level goals, rather than obscure manipulation of BGP
route attributes.

3. Redefinition of inter-AS routing: Using RCPs, rather than
routers, to exchange routes between ASes (as shown in Fig-
ure 1) enables the design of a new routing protocol because
interdomain routing is now separated from IP routers. For
example, RCP can be used to implement a control overlay
that selects paths based on prices or performance statistics.

In addition to providing substantial improvements over today’s
routing architecture, RCP has a compelling deployment incentive
(i.e., a “tipping point”), so that an individual AS could deploy RCP
and still realize significant benefits. Because the first two stages of
deployment substantially reduce management complexity for BGP
routing within a single AS, network operators have a compelling
incentive to deploy RCP regardless of whether other ASes do so.
Managing routing configuration requires constant vigilance from
network operators. Although network management systems can of-
ten automate the most frequent tasks, working around and within
the constraints of the existing routing protocols makes these sys-
tems much more complicated than necessary. Additionally, the
complexity of modeling and managing the distributed configuration
state in today’s routers has itself impeded the evolution of auto-
mated management systems. In addition, because it communicates
routes to each router in the AS using BGP, RCP is backwards com-
patible with existing routers; deploying RCP requires no changes to
router hardware and software, only to router configuration.

The rest of the paper proceeds as follows. Section 2 presents
background on today’s interdomain routing infrastructure. In Sec-
tion 3, we propose three architectural principles and explain how
the existing routing infrastructure fails to meet them. Building on
these insights, Section 4 describes the RCP architecture in detail,
focusing on how each stage of deployment simplifies router con-
figuration and management. In Section 5, we discuss the risks and
challenges of having the RCP in the critical path of IP routing deci-
sions. Section 6 reviews related work, and Section 7 concludes.

2. BGP Routing in an Autonomous System
An AS uses external BGP (eBGP) to exchange reachability in-

formation with neighboring domains and internal BGP (iBGP) to
distribute routes inside the AS, as shown in Figure 2. Each router
invokes the BGP decision process to select a single “best” route
for each destination prefix from the candidate routes learned from
eBGP and iBGP. The router combines the best BGP route with
information about the internal network topology from the Interior

P�h�y�s�i�c�a�l�
P�e�e�r�i�n�g�

iBGP�
eBGP�

Figure 2: Operation of BGP routing inside an AS. Most small networks
use a “full mesh” iBGP configuration, where every router in the AS has
an iBGP session to every other router.
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Figure 3: An example of where iBGP with route reflection does not em-
ulate full-mesh iBGP; numbers represent IGP path costs, and arrows
indicate an iBGP session from a route reflector to its client. In a full-
mesh, router would prefer routes learned from over routes learned
from because its IGP path cost to is smaller. However, in the ex-
ample shown, prefers , and, thus, must also select .

Gateway Protocol (IGP) to construct a forwarding table that maps
destination prefixes to outgoing links. Most of the flexibility and
complexity of BGP routing comes from the following three areas:

Path selection: A route to a destination prefix includes attributes
such as the AS path, local preference, origin type, and multi-exit
discriminator (MED). Each router applies a decision process [1]
that consists of a sequence of rules that ranks the routes. After
preferring routes with highest local preference, smallest AS path
length, lowest origin type, and smallest MED, the decision process
favors eBGP-learned routes over iBGP-learned routes. If multiple
equally-good routes remain, the router favors the BGP route learned
from the nearest border router—the egress point with the small-
est IGP path cost—following the common practice of “hot-potato”
routing. The final tiebreak is vendor-dependent and may depend on
the age of the routes or an arbitrary router ID.

Intra-AS route distribution: Network operators can propagate
eBGP-learned routes throughout an AS in many different ways.4

Small networks typically have a “full mesh” of iBGP sessions, as
shown in Figure 2. To avoid the scaling problem, a large AS
may have a more complex iBGP topology. For example, although
a router does not normally forward iBGP-learned routes to its other
iBGP neighbors, it can be configured as a route reflector, which
forwards routes learned from one route-reflector client to another.
A router forwards only its best route to its iBGP neighbors, making
the choices available at one router depend on decisions made by its
iBGP neighbors, as shown in Figure 3.

Routing policy: Network operators influence path selection by
configuring import and export policies on the eBGP sessions to
neighboring domains. An import policy filters unwanted routes and

In most IP backbone networks, every router needs to receive BGP routing
information to construct a complete forwarding table. In a Multi-Protocol
Label Switching (MPLS) network, only the border routers need to send and
receive the BGP routes; the internal routers would simply forward packets
on label-switched paths from the ingress router to the egress point.
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RCP’s deployment path is as interesting as the envisioned end
state. The deployment of RCP can proceed in three stages, offering
the following benefits to network operators as RCP becomes more
widely deployed:

1. Control over protocol interactions: RCP customizes the
distribution of BGP routes within an AS by replacing inter-
nal BGP route reflectors. This stage does not require coop-
eration from neighboring domains. Because RCP has a com-
plete view of the intra-AS topology and selects routes on be-
half of all routers in the domain, it can prevent internal BGP
routing anomalies and control traffic flow more directly.

2. Network-wide path selection and policy: By establishing
BGP sessions directly with the routers in neighboring ASes,
RCP can perform all routing decisions for an AS, bypassing
the BGP decision process on the routers. This approach sim-
plifies configuration and allows an AS to select routes based
on high-level goals, rather than obscure manipulation of BGP
route attributes.

3. Redefinition of inter-AS routing: Using RCPs, rather than
routers, to exchange routes between ASes (as shown in Fig-
ure 1) enables the design of a new routing protocol because
interdomain routing is now separated from IP routers. For
example, RCP can be used to implement a control overlay
that selects paths based on prices or performance statistics.

In addition to providing substantial improvements over today’s
routing architecture, RCP has a compelling deployment incentive
(i.e., a “tipping point”), so that an individual AS could deploy RCP
and still realize significant benefits. Because the first two stages of
deployment substantially reduce management complexity for BGP
routing within a single AS, network operators have a compelling
incentive to deploy RCP regardless of whether other ASes do so.
Managing routing configuration requires constant vigilance from
network operators. Although network management systems can of-
ten automate the most frequent tasks, working around and within
the constraints of the existing routing protocols makes these sys-
tems much more complicated than necessary. Additionally, the
complexity of modeling and managing the distributed configuration
state in today’s routers has itself impeded the evolution of auto-
mated management systems. In addition, because it communicates
routes to each router in the AS using BGP, RCP is backwards com-
patible with existing routers; deploying RCP requires no changes to
router hardware and software, only to router configuration.

The rest of the paper proceeds as follows. Section 2 presents
background on today’s interdomain routing infrastructure. In Sec-
tion 3, we propose three architectural principles and explain how
the existing routing infrastructure fails to meet them. Building on
these insights, Section 4 describes the RCP architecture in detail,
focusing on how each stage of deployment simplifies router con-
figuration and management. In Section 5, we discuss the risks and
challenges of having the RCP in the critical path of IP routing deci-
sions. Section 6 reviews related work, and Section 7 concludes.

2. BGP Routing in an Autonomous System
An AS uses external BGP (eBGP) to exchange reachability in-

formation with neighboring domains and internal BGP (iBGP) to
distribute routes inside the AS, as shown in Figure 2. Each router
invokes the BGP decision process to select a single “best” route
for each destination prefix from the candidate routes learned from
eBGP and iBGP. The router combines the best BGP route with
information about the internal network topology from the Interior
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Figure 2: Operation of BGP routing inside an AS. Most small networks
use a “full mesh” iBGP configuration, where every router in the AS has
an iBGP session to every other router.
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Figure 3: An example of where iBGP with route reflection does not em-
ulate full-mesh iBGP; numbers represent IGP path costs, and arrows
indicate an iBGP session from a route reflector to its client. In a full-
mesh, router would prefer routes learned from over routes learned
from because its IGP path cost to is smaller. However, in the ex-
ample shown, prefers , and, thus, must also select .

Gateway Protocol (IGP) to construct a forwarding table that maps
destination prefixes to outgoing links. Most of the flexibility and
complexity of BGP routing comes from the following three areas:

Path selection: A route to a destination prefix includes attributes
such as the AS path, local preference, origin type, and multi-exit
discriminator (MED). Each router applies a decision process [1]
that consists of a sequence of rules that ranks the routes. After
preferring routes with highest local preference, smallest AS path
length, lowest origin type, and smallest MED, the decision process
favors eBGP-learned routes over iBGP-learned routes. If multiple
equally-good routes remain, the router favors the BGP route learned
from the nearest border router—the egress point with the small-
est IGP path cost—following the common practice of “hot-potato”
routing. The final tiebreak is vendor-dependent and may depend on
the age of the routes or an arbitrary router ID.

Intra-AS route distribution: Network operators can propagate
eBGP-learned routes throughout an AS in many different ways.4

Small networks typically have a “full mesh” of iBGP sessions, as
shown in Figure 2. To avoid the scaling problem, a large AS
may have a more complex iBGP topology. For example, although
a router does not normally forward iBGP-learned routes to its other
iBGP neighbors, it can be configured as a route reflector, which
forwards routes learned from one route-reflector client to another.
A router forwards only its best route to its iBGP neighbors, making
the choices available at one router depend on decisions made by its
iBGP neighbors, as shown in Figure 3.

Routing policy: Network operators influence path selection by
configuring import and export policies on the eBGP sessions to
neighboring domains. An import policy filters unwanted routes and

In most IP backbone networks, every router needs to receive BGP routing
information to construct a complete forwarding table. In a Multi-Protocol
Label Switching (MPLS) network, only the border routers need to send and
receive the BGP routes; the internal routers would simply forward packets
on label-switched paths from the ingress router to the egress point.

RCP’s deployment path is as interesting as the envisioned end
state. The deployment of RCP can proceed in three stages, offering
the following benefits to network operators as RCP becomes more
widely deployed:

1. Control over protocol interactions: RCP customizes the
distribution of BGP routes within an AS by replacing inter-
nal BGP route reflectors. This stage does not require coop-
eration from neighboring domains. Because RCP has a com-
plete view of the intra-AS topology and selects routes on be-
half of all routers in the domain, it can prevent internal BGP
routing anomalies and control traffic flow more directly.

2. Network-wide path selection and policy: By establishing
BGP sessions directly with the routers in neighboring ASes,
RCP can perform all routing decisions for an AS, bypassing
the BGP decision process on the routers. This approach sim-
plifies configuration and allows an AS to select routes based
on high-level goals, rather than obscure manipulation of BGP
route attributes.

3. Redefinition of inter-AS routing: Using RCPs, rather than
routers, to exchange routes between ASes (as shown in Fig-
ure 1) enables the design of a new routing protocol because
interdomain routing is now separated from IP routers. For
example, RCP can be used to implement a control overlay
that selects paths based on prices or performance statistics.

In addition to providing substantial improvements over today’s
routing architecture, RCP has a compelling deployment incentive
(i.e., a “tipping point”), so that an individual AS could deploy RCP
and still realize significant benefits. Because the first two stages of
deployment substantially reduce management complexity for BGP
routing within a single AS, network operators have a compelling
incentive to deploy RCP regardless of whether other ASes do so.
Managing routing configuration requires constant vigilance from
network operators. Although network management systems can of-
ten automate the most frequent tasks, working around and within
the constraints of the existing routing protocols makes these sys-
tems much more complicated than necessary. Additionally, the
complexity of modeling and managing the distributed configuration
state in today’s routers has itself impeded the evolution of auto-
mated management systems. In addition, because it communicates
routes to each router in the AS using BGP, RCP is backwards com-
patible with existing routers; deploying RCP requires no changes to
router hardware and software, only to router configuration.

The rest of the paper proceeds as follows. Section 2 presents
background on today’s interdomain routing infrastructure. In Sec-
tion 3, we propose three architectural principles and explain how
the existing routing infrastructure fails to meet them. Building on
these insights, Section 4 describes the RCP architecture in detail,
focusing on how each stage of deployment simplifies router con-
figuration and management. In Section 5, we discuss the risks and
challenges of having the RCP in the critical path of IP routing deci-
sions. Section 6 reviews related work, and Section 7 concludes.

2. BGP Routing in an Autonomous System
An AS uses external BGP (eBGP) to exchange reachability in-

formation with neighboring domains and internal BGP (iBGP) to
distribute routes inside the AS, as shown in Figure 2. Each router
invokes the BGP decision process to select a single “best” route
for each destination prefix from the candidate routes learned from
eBGP and iBGP. The router combines the best BGP route with
information about the internal network topology from the Interior
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indicate an iBGP session from a route reflector to its client. In a full-
mesh, router would prefer routes learned from over routes learned
from because its IGP path cost to is smaller. However, in the ex-
ample shown, prefers , and, thus, must also select .

Gateway Protocol (IGP) to construct a forwarding table that maps
destination prefixes to outgoing links. Most of the flexibility and
complexity of BGP routing comes from the following three areas:

Path selection: A route to a destination prefix includes attributes
such as the AS path, local preference, origin type, and multi-exit
discriminator (MED). Each router applies a decision process [1]
that consists of a sequence of rules that ranks the routes. After
preferring routes with highest local preference, smallest AS path
length, lowest origin type, and smallest MED, the decision process
favors eBGP-learned routes over iBGP-learned routes. If multiple
equally-good routes remain, the router favors the BGP route learned
from the nearest border router—the egress point with the small-
est IGP path cost—following the common practice of “hot-potato”
routing. The final tiebreak is vendor-dependent and may depend on
the age of the routes or an arbitrary router ID.

Intra-AS route distribution: Network operators can propagate
eBGP-learned routes throughout an AS in many different ways.4

Small networks typically have a “full mesh” of iBGP sessions, as
shown in Figure 2. To avoid the scaling problem, a large AS
may have a more complex iBGP topology. For example, although
a router does not normally forward iBGP-learned routes to its other
iBGP neighbors, it can be configured as a route reflector, which
forwards routes learned from one route-reflector client to another.
A router forwards only its best route to its iBGP neighbors, making
the choices available at one router depend on decisions made by its
iBGP neighbors, as shown in Figure 3.

Routing policy: Network operators influence path selection by
configuring import and export policies on the eBGP sessions to
neighboring domains. An import policy filters unwanted routes and

In most IP backbone networks, every router needs to receive BGP routing
information to construct a complete forwarding table. In a Multi-Protocol
Label Switching (MPLS) network, only the border routers need to send and
receive the BGP routes; the internal routers would simply forward packets
on label-switched paths from the ingress router to the egress point.

selected by 
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selected by full mesh
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ABSTRACT
Over the past decade, the complexity of the Internet’s routing in-
frastructure has increased dramatically. This complexity and the
problems it causes stem not just from various new demands made
of the routing infrastructure, but also from fundamental limitations
in the ability of today’s distributed infrastructure to scalably cope
with new requirements.

The limitations in today’s routing system arise in large part from
the fully distributed path-selection computation that the IP routers
in an autonomous system (AS) must perform. To overcome this
weakness, interdomain routing should be separated from today’s IP
routers, which should simply forward packets (for the most part).
Instead, a separate Routing Control Platform (RCP) should select
routes on behalf of the IP routers in each AS and exchange reacha-
bility information with other domains.

Our position is that an approach like RCP is a good way of cop-
ing with complexity while being responsive to new demands and
can lead to a routing system that is substantially easier to manage
than today. We present a design overview of RCP based on three
architectural principles—path computation based on a consistent
view of network state, controlled interactions between routing pro-
tocol layers, and expressive specification of routing policies—and
discuss the architectural strengths and weaknesses of our proposal.

Categories and Subject Descriptors
C.2.2 [Network Protocols]: Routing Protocols; C.2.6 [Computer-
Communication Networks]: Internetworking

General Terms
Algorithms, Design, Management, Performance, Reliability

Keywords
routing architecture, interdomain routing, BGP

1. Introduction
This paper posits that interdomain routing protocol functional-

ity should be separated from the routers. Stated somewhat glibly,
routing is too important and too complicated to be left to today’s
routers! IP “routers” should be “lookup-and-forward” switches,
forwarding packets as rapidly as possible without being concerned
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Figure 1: A Routing Control Platform (RCP) for the Internet. Circles
represent conventional routers.

about path selection. A separate entity should be responsible for
computing the best BGP1 paths on behalf of all the routers in a do-
main and disseminating the results to the routers.

Separating interdomain routing from the individual routers is one
way to cope with the increasing complexity of the routing system.
The growth of the Internet has introduced considerable complexity
into interdomain routing, as features have been added to BGP to
support more flexibility (e.g., new route attributes such as commu-
nities and MED) and larger scale (e.g., route reflectors and route
aggregation). This complexity has made routing protocol behav-
ior increasingly unpredictable and error prone [12]. Requiring the
routers to perform complex path computation introduces the poten-
tial for inconsistencies across routers, complicates the expression
of routing policy, and makes troubleshooting difficult.

Instead, a separate Routing Control Platform (RCP) should have
the information needed to select routes for each router in a domain
(e.g., an AS) and exchange routing information with RCPs in other
domains.2 Figure 1 illustrates this idea. Each RCP could use a new
way of selecting routes for each router (rather than using today’s un-
wieldy BGP decision process); RCPs could even exchange routes
using an interdomain routing protocol other than BGP. By selecting
routes on behalf of all routers in a domain, RCP can avoid many
internal BGP-related complications (e.g., forwarding loops [9] and
signaling partitions [12]). This approach also facilitates traffic engi-
neering, simpler and less error-prone policy expression, more pow-
erful diagnosis and troubleshooting, more rapid deployment of pro-
tocol modifications and features, enforceable consistency of routes,
and verifiable correctness properties. In contrast to previous ap-
proaches for centralizing interdomain routes and policies at route
servers [19], RCP also preserves the autonomy of each AS for se-
lecting paths and applying policies.3

The Border Gateway Protocol (BGP) [1] is the de facto standard interdo-
main routing protocol.

In this paper, we use the term “RCP” to refer to both the architecture as a
whole and to the specific instance of RCP within a routing domain.

RCP more closely resembles the Network Control Point (NCP), introduced
in the telephone network in the early 1980s to simplify network manage-
ment and support the rapid introduction of new features (e.g., enhanced 1-
800 service) [24, 27].
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Figure 3: RCP interacts with the routers using standard routing proto-
cols. RCP obtains IGP topology information by establishing IGP ad-
jacencies (shown with solid lines) with one or more routers in the AS
and BGP routes via iBGP sessions with each router (shown with dashed
lines). RCP can control and obtain routing information from routers in
separate network partitions ( and ). Although this figure shows
RCP as a single box, the functionality can be replicated and distributed,
as we describe in Section 3.2.

and BGP routes, every replica will make the same rout-
ing assignments, even without a consistency protocol.

3.1 RCP Modules

To compute the routes that each router would have se-
lected in a “full mesh” iBGP configuration, RCP must
obtain both the IGP topology information and the best
route to the destination from every router that learns a
route from neighboring ASes. As such, RCP comprises
of three modules: the IGP Viewer, the BGP Engine, and
the Route Control Server. The IGP Viewer establishes
IGP adjacencies to one or more routers, which allows
the RCP to receive IGP topology information. The BGP
Engine learns BGP routes from the routers and sends
the RCS’s route assignments to each router. The Route
Control Server (RCS) then uses the IGP topology from
the IGP Viewer information and the BGP routes from
the BGP engine to compute the best BGP route for each
router.

RCP communicates with the routers in an AS using
standard routing protocols, as summarized in Figure 3.
Suppose the routers in a single AS form an IGP con-
nectivity graph , where are the edges in
the IGP topology. Although the IGP topology within an
AS is typically a single connected component, failures of
links, routers, or interfaces may occasionally create par-
titions. Thus, contains one or more connected compo-
nents; i.e., . The RCS only com-
putes routes for partitions for which it has complete
IGP and BGP information, and it computes routes for
each partition independently.

3.1.1 IGP Viewer

The RCP’s IGP Viewer monitors the IGP topology and
provides this information to the RCS. The IGP Viewer
establishes IGP adjacencies to receive the IGP’s link-
state advertisements (LSAs). To ensure that the IGP
Viewer never routes data packets, the links between the
IGP Viewer and the routers should be configured with
large IGP weights to ensure that the IGP Viewer is not
an intermediate hop on any shortest path. Since IGPs
such as OSPF and IS-IS perform reliable flooding of
LSAs, the IGP Viewer maintains an up-to-date view of
the IGP topology as the link weights change or equip-
ment goes up and down. Use of flooding to disseminate
LSAs implies that the IGP Viewer can receive LSAs from
all routers in a partition by simply having an adjacency to
a single router in that partition. This seemingly obvious
property has an important implication:

Observation 1 The IGP Viewer has the complete IGP
topology for all partitions that it connects to.

The IGP Viewer computes pairwise shortest paths for
all routers in the AS and provides this information to the
RCS. The IGP Viewer must discover only the path costs
between any two routers in the AS, but it need not dis-
cover the weights of each IGP edge. The RCS then uses
these path costs to determine, from any router in the AS,
what the closest egress router should be for that router.

In some cases, a group of routers in the IGP graph all
select the same router en route to one or more destina-
tions. For example, a network may have a group of ac-
cess routers in a city, all of which send packets out of that
city towards one or more destinations via a single gate-
way router. These routers would always use the same
BGP router as the gateway. These groups can be formed
according to the IGP topology: for example, routers can
be grouped according to OSPF “areas”, since all routers
in the same area typically make the same BGP routing
decision. Because the IGP Viewer knows the IGP topol-
ogy, it can determine which groups of routers should be
assigned the same BGP route. By clustering routers in
this fashion, the IGP Viewer can reduce the number of
independent route computations that the RCS must per-
form. While IGP topology is a convenient way for the
IGP Viewer to determine these groups of routers, the
groups need not correspond to the IGP topology; for ex-
ample, an operator could dictate the grouping.

3.1.2 BGP Engine

The BGP Engine maintains an iBGP session with each
router in the AS. These iBGP sessions allow the RCP to
(1) learn about candidate routes and (2) communicate its
routing decisions to the routers. Since iBGP runs over
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Figure 3: RCP interacts with the routers using standard routing proto-
cols. RCP obtains IGP topology information by establishing IGP ad-
jacencies (shown with solid lines) with one or more routers in the AS
and BGP routes via iBGP sessions with each router (shown with dashed
lines). RCP can control and obtain routing information from routers in
separate network partitions ( and ). Although this figure shows
RCP as a single box, the functionality can be replicated and distributed,
as we describe in Section 3.2.

and BGP routes, every replica will make the same rout-
ing assignments, even without a consistency protocol.

3.1 RCP Modules

To compute the routes that each router would have se-
lected in a “full mesh” iBGP configuration, RCP must
obtain both the IGP topology information and the best
route to the destination from every router that learns a
route from neighboring ASes. As such, RCP comprises
of three modules: the IGP Viewer, the BGP Engine, and
the Route Control Server. The IGP Viewer establishes
IGP adjacencies to one or more routers, which allows
the RCP to receive IGP topology information. The BGP
Engine learns BGP routes from the routers and sends
the RCS’s route assignments to each router. The Route
Control Server (RCS) then uses the IGP topology from
the IGP Viewer information and the BGP routes from
the BGP engine to compute the best BGP route for each
router.

RCP communicates with the routers in an AS using
standard routing protocols, as summarized in Figure 3.
Suppose the routers in a single AS form an IGP con-
nectivity graph , where are the edges in
the IGP topology. Although the IGP topology within an
AS is typically a single connected component, failures of
links, routers, or interfaces may occasionally create par-
titions. Thus, contains one or more connected compo-
nents; i.e., . The RCS only com-
putes routes for partitions for which it has complete
IGP and BGP information, and it computes routes for
each partition independently.

3.1.1 IGP Viewer

The RCP’s IGP Viewer monitors the IGP topology and
provides this information to the RCS. The IGP Viewer
establishes IGP adjacencies to receive the IGP’s link-
state advertisements (LSAs). To ensure that the IGP
Viewer never routes data packets, the links between the
IGP Viewer and the routers should be configured with
large IGP weights to ensure that the IGP Viewer is not
an intermediate hop on any shortest path. Since IGPs
such as OSPF and IS-IS perform reliable flooding of
LSAs, the IGP Viewer maintains an up-to-date view of
the IGP topology as the link weights change or equip-
ment goes up and down. Use of flooding to disseminate
LSAs implies that the IGP Viewer can receive LSAs from
all routers in a partition by simply having an adjacency to
a single router in that partition. This seemingly obvious
property has an important implication:

Observation 1 The IGP Viewer has the complete IGP
topology for all partitions that it connects to.

The IGP Viewer computes pairwise shortest paths for
all routers in the AS and provides this information to the
RCS. The IGP Viewer must discover only the path costs
between any two routers in the AS, but it need not dis-
cover the weights of each IGP edge. The RCS then uses
these path costs to determine, from any router in the AS,
what the closest egress router should be for that router.

In some cases, a group of routers in the IGP graph all
select the same router en route to one or more destina-
tions. For example, a network may have a group of ac-
cess routers in a city, all of which send packets out of that
city towards one or more destinations via a single gate-
way router. These routers would always use the same
BGP router as the gateway. These groups can be formed
according to the IGP topology: for example, routers can
be grouped according to OSPF “areas”, since all routers
in the same area typically make the same BGP routing
decision. Because the IGP Viewer knows the IGP topol-
ogy, it can determine which groups of routers should be
assigned the same BGP route. By clustering routers in
this fashion, the IGP Viewer can reduce the number of
independent route computations that the RCS must per-
form. While IGP topology is a convenient way for the
IGP Viewer to determine these groups of routers, the
groups need not correspond to the IGP topology; for ex-
ample, an operator could dictate the grouping.

3.1.2 BGP Engine

The BGP Engine maintains an iBGP session with each
router in the AS. These iBGP sessions allow the RCP to
(1) learn about candidate routes and (2) communicate its
routing decisions to the routers. Since iBGP runs over
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Figure 3: RCP interacts with the routers using standard routing proto-
cols. RCP obtains IGP topology information by establishing IGP ad-
jacencies (shown with solid lines) with one or more routers in the AS
and BGP routes via iBGP sessions with each router (shown with dashed
lines). RCP can control and obtain routing information from routers in
separate network partitions ( and ). Although this figure shows
RCP as a single box, the functionality can be replicated and distributed,
as we describe in Section 3.2.

and BGP routes, every replica will make the same rout-
ing assignments, even without a consistency protocol.

3.1 RCP Modules

To compute the routes that each router would have se-
lected in a “full mesh” iBGP configuration, RCP must
obtain both the IGP topology information and the best
route to the destination from every router that learns a
route from neighboring ASes. As such, RCP comprises
of three modules: the IGP Viewer, the BGP Engine, and
the Route Control Server. The IGP Viewer establishes
IGP adjacencies to one or more routers, which allows
the RCP to receive IGP topology information. The BGP
Engine learns BGP routes from the routers and sends
the RCS’s route assignments to each router. The Route
Control Server (RCS) then uses the IGP topology from
the IGP Viewer information and the BGP routes from
the BGP engine to compute the best BGP route for each
router.

RCP communicates with the routers in an AS using
standard routing protocols, as summarized in Figure 3.
Suppose the routers in a single AS form an IGP con-
nectivity graph , where are the edges in
the IGP topology. Although the IGP topology within an
AS is typically a single connected component, failures of
links, routers, or interfaces may occasionally create par-
titions. Thus, contains one or more connected compo-
nents; i.e., . The RCS only com-
putes routes for partitions for which it has complete
IGP and BGP information, and it computes routes for
each partition independently.

3.1.1 IGP Viewer

The RCP’s IGP Viewer monitors the IGP topology and
provides this information to the RCS. The IGP Viewer
establishes IGP adjacencies to receive the IGP’s link-
state advertisements (LSAs). To ensure that the IGP
Viewer never routes data packets, the links between the
IGP Viewer and the routers should be configured with
large IGP weights to ensure that the IGP Viewer is not
an intermediate hop on any shortest path. Since IGPs
such as OSPF and IS-IS perform reliable flooding of
LSAs, the IGP Viewer maintains an up-to-date view of
the IGP topology as the link weights change or equip-
ment goes up and down. Use of flooding to disseminate
LSAs implies that the IGP Viewer can receive LSAs from
all routers in a partition by simply having an adjacency to
a single router in that partition. This seemingly obvious
property has an important implication:

Observation 1 The IGP Viewer has the complete IGP
topology for all partitions that it connects to.

The IGP Viewer computes pairwise shortest paths for
all routers in the AS and provides this information to the
RCS. The IGP Viewer must discover only the path costs
between any two routers in the AS, but it need not dis-
cover the weights of each IGP edge. The RCS then uses
these path costs to determine, from any router in the AS,
what the closest egress router should be for that router.

In some cases, a group of routers in the IGP graph all
select the same router en route to one or more destina-
tions. For example, a network may have a group of ac-
cess routers in a city, all of which send packets out of that
city towards one or more destinations via a single gate-
way router. These routers would always use the same
BGP router as the gateway. These groups can be formed
according to the IGP topology: for example, routers can
be grouped according to OSPF “areas”, since all routers
in the same area typically make the same BGP routing
decision. Because the IGP Viewer knows the IGP topol-
ogy, it can determine which groups of routers should be
assigned the same BGP route. By clustering routers in
this fashion, the IGP Viewer can reduce the number of
independent route computations that the RCS must per-
form. While IGP topology is a convenient way for the
IGP Viewer to determine these groups of routers, the
groups need not correspond to the IGP topology; for ex-
ample, an operator could dictate the grouping.

3.1.2 BGP Engine

The BGP Engine maintains an iBGP session with each
router in the AS. These iBGP sessions allow the RCP to
(1) learn about candidate routes and (2) communicate its
routing decisions to the routers. Since iBGP runs over
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Figure 3: RCP interacts with the routers using standard routing proto-
cols. RCP obtains IGP topology information by establishing IGP ad-
jacencies (shown with solid lines) with one or more routers in the AS
and BGP routes via iBGP sessions with each router (shown with dashed
lines). RCP can control and obtain routing information from routers in
separate network partitions ( and ). Although this figure shows
RCP as a single box, the functionality can be replicated and distributed,
as we describe in Section 3.2.

and BGP routes, every replica will make the same rout-
ing assignments, even without a consistency protocol.

3.1 RCP Modules

To compute the routes that each router would have se-
lected in a “full mesh” iBGP configuration, RCP must
obtain both the IGP topology information and the best
route to the destination from every router that learns a
route from neighboring ASes. As such, RCP comprises
of three modules: the IGP Viewer, the BGP Engine, and
the Route Control Server. The IGP Viewer establishes
IGP adjacencies to one or more routers, which allows
the RCP to receive IGP topology information. The BGP
Engine learns BGP routes from the routers and sends
the RCS’s route assignments to each router. The Route
Control Server (RCS) then uses the IGP topology from
the IGP Viewer information and the BGP routes from
the BGP engine to compute the best BGP route for each
router.

RCP communicates with the routers in an AS using
standard routing protocols, as summarized in Figure 3.
Suppose the routers in a single AS form an IGP con-
nectivity graph , where are the edges in
the IGP topology. Although the IGP topology within an
AS is typically a single connected component, failures of
links, routers, or interfaces may occasionally create par-
titions. Thus, contains one or more connected compo-
nents; i.e., . The RCS only com-
putes routes for partitions for which it has complete
IGP and BGP information, and it computes routes for
each partition independently.

3.1.1 IGP Viewer

The RCP’s IGP Viewer monitors the IGP topology and
provides this information to the RCS. The IGP Viewer
establishes IGP adjacencies to receive the IGP’s link-
state advertisements (LSAs). To ensure that the IGP
Viewer never routes data packets, the links between the
IGP Viewer and the routers should be configured with
large IGP weights to ensure that the IGP Viewer is not
an intermediate hop on any shortest path. Since IGPs
such as OSPF and IS-IS perform reliable flooding of
LSAs, the IGP Viewer maintains an up-to-date view of
the IGP topology as the link weights change or equip-
ment goes up and down. Use of flooding to disseminate
LSAs implies that the IGP Viewer can receive LSAs from
all routers in a partition by simply having an adjacency to
a single router in that partition. This seemingly obvious
property has an important implication:

Observation 1 The IGP Viewer has the complete IGP
topology for all partitions that it connects to.

The IGP Viewer computes pairwise shortest paths for
all routers in the AS and provides this information to the
RCS. The IGP Viewer must discover only the path costs
between any two routers in the AS, but it need not dis-
cover the weights of each IGP edge. The RCS then uses
these path costs to determine, from any router in the AS,
what the closest egress router should be for that router.

In some cases, a group of routers in the IGP graph all
select the same router en route to one or more destina-
tions. For example, a network may have a group of ac-
cess routers in a city, all of which send packets out of that
city towards one or more destinations via a single gate-
way router. These routers would always use the same
BGP router as the gateway. These groups can be formed
according to the IGP topology: for example, routers can
be grouped according to OSPF “areas”, since all routers
in the same area typically make the same BGP routing
decision. Because the IGP Viewer knows the IGP topol-
ogy, it can determine which groups of routers should be
assigned the same BGP route. By clustering routers in
this fashion, the IGP Viewer can reduce the number of
independent route computations that the RCS must per-
form. While IGP topology is a convenient way for the
IGP Viewer to determine these groups of routers, the
groups need not correspond to the IGP topology; for ex-
ample, an operator could dictate the grouping.

3.1.2 BGP Engine

The BGP Engine maintains an iBGP session with each
router in the AS. These iBGP sessions allow the RCP to
(1) learn about candidate routes and (2) communicate its
routing decisions to the routers. Since iBGP runs over
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Figure 3: RCP interacts with the routers using standard routing proto-
cols. RCP obtains IGP topology information by establishing IGP ad-
jacencies (shown with solid lines) with one or more routers in the AS
and BGP routes via iBGP sessions with each router (shown with dashed
lines). RCP can control and obtain routing information from routers in
separate network partitions ( and ). Although this figure shows
RCP as a single box, the functionality can be replicated and distributed,
as we describe in Section 3.2.

and BGP routes, every replica will make the same rout-
ing assignments, even without a consistency protocol.

3.1 RCP Modules

To compute the routes that each router would have se-
lected in a “full mesh” iBGP configuration, RCP must
obtain both the IGP topology information and the best
route to the destination from every router that learns a
route from neighboring ASes. As such, RCP comprises
of three modules: the IGP Viewer, the BGP Engine, and
the Route Control Server. The IGP Viewer establishes
IGP adjacencies to one or more routers, which allows
the RCP to receive IGP topology information. The BGP
Engine learns BGP routes from the routers and sends
the RCS’s route assignments to each router. The Route
Control Server (RCS) then uses the IGP topology from
the IGP Viewer information and the BGP routes from
the BGP engine to compute the best BGP route for each
router.

RCP communicates with the routers in an AS using
standard routing protocols, as summarized in Figure 3.
Suppose the routers in a single AS form an IGP con-
nectivity graph , where are the edges in
the IGP topology. Although the IGP topology within an
AS is typically a single connected component, failures of
links, routers, or interfaces may occasionally create par-
titions. Thus, contains one or more connected compo-
nents; i.e., . The RCS only com-
putes routes for partitions for which it has complete
IGP and BGP information, and it computes routes for
each partition independently.

3.1.1 IGP Viewer

The RCP’s IGP Viewer monitors the IGP topology and
provides this information to the RCS. The IGP Viewer
establishes IGP adjacencies to receive the IGP’s link-
state advertisements (LSAs). To ensure that the IGP
Viewer never routes data packets, the links between the
IGP Viewer and the routers should be configured with
large IGP weights to ensure that the IGP Viewer is not
an intermediate hop on any shortest path. Since IGPs
such as OSPF and IS-IS perform reliable flooding of
LSAs, the IGP Viewer maintains an up-to-date view of
the IGP topology as the link weights change or equip-
ment goes up and down. Use of flooding to disseminate
LSAs implies that the IGP Viewer can receive LSAs from
all routers in a partition by simply having an adjacency to
a single router in that partition. This seemingly obvious
property has an important implication:

Observation 1 The IGP Viewer has the complete IGP
topology for all partitions that it connects to.

The IGP Viewer computes pairwise shortest paths for
all routers in the AS and provides this information to the
RCS. The IGP Viewer must discover only the path costs
between any two routers in the AS, but it need not dis-
cover the weights of each IGP edge. The RCS then uses
these path costs to determine, from any router in the AS,
what the closest egress router should be for that router.

In some cases, a group of routers in the IGP graph all
select the same router en route to one or more destina-
tions. For example, a network may have a group of ac-
cess routers in a city, all of which send packets out of that
city towards one or more destinations via a single gate-
way router. These routers would always use the same
BGP router as the gateway. These groups can be formed
according to the IGP topology: for example, routers can
be grouped according to OSPF “areas”, since all routers
in the same area typically make the same BGP routing
decision. Because the IGP Viewer knows the IGP topol-
ogy, it can determine which groups of routers should be
assigned the same BGP route. By clustering routers in
this fashion, the IGP Viewer can reduce the number of
independent route computations that the RCS must per-
form. While IGP topology is a convenient way for the
IGP Viewer to determine these groups of routers, the
groups need not correspond to the IGP topology; for ex-
ample, an operator could dictate the grouping.

3.1.2 BGP Engine

The BGP Engine maintains an iBGP session with each
router in the AS. These iBGP sessions allow the RCP to
(1) learn about candidate routes and (2) communicate its
routing decisions to the routers. Since iBGP runs over
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Figure 3: RCP interacts with the routers using standard routing proto-
cols. RCP obtains IGP topology information by establishing IGP ad-
jacencies (shown with solid lines) with one or more routers in the AS
and BGP routes via iBGP sessions with each router (shown with dashed
lines). RCP can control and obtain routing information from routers in
separate network partitions ( and ). Although this figure shows
RCP as a single box, the functionality can be replicated and distributed,
as we describe in Section 3.2.

and BGP routes, every replica will make the same rout-
ing assignments, even without a consistency protocol.

3.1 RCP Modules

To compute the routes that each router would have se-
lected in a “full mesh” iBGP configuration, RCP must
obtain both the IGP topology information and the best
route to the destination from every router that learns a
route from neighboring ASes. As such, RCP comprises
of three modules: the IGP Viewer, the BGP Engine, and
the Route Control Server. The IGP Viewer establishes
IGP adjacencies to one or more routers, which allows
the RCP to receive IGP topology information. The BGP
Engine learns BGP routes from the routers and sends
the RCS’s route assignments to each router. The Route
Control Server (RCS) then uses the IGP topology from
the IGP Viewer information and the BGP routes from
the BGP engine to compute the best BGP route for each
router.

RCP communicates with the routers in an AS using
standard routing protocols, as summarized in Figure 3.
Suppose the routers in a single AS form an IGP con-
nectivity graph , where are the edges in
the IGP topology. Although the IGP topology within an
AS is typically a single connected component, failures of
links, routers, or interfaces may occasionally create par-
titions. Thus, contains one or more connected compo-
nents; i.e., . The RCS only com-
putes routes for partitions for which it has complete
IGP and BGP information, and it computes routes for
each partition independently.

3.1.1 IGP Viewer

The RCP’s IGP Viewer monitors the IGP topology and
provides this information to the RCS. The IGP Viewer
establishes IGP adjacencies to receive the IGP’s link-
state advertisements (LSAs). To ensure that the IGP
Viewer never routes data packets, the links between the
IGP Viewer and the routers should be configured with
large IGP weights to ensure that the IGP Viewer is not
an intermediate hop on any shortest path. Since IGPs
such as OSPF and IS-IS perform reliable flooding of
LSAs, the IGP Viewer maintains an up-to-date view of
the IGP topology as the link weights change or equip-
ment goes up and down. Use of flooding to disseminate
LSAs implies that the IGP Viewer can receive LSAs from
all routers in a partition by simply having an adjacency to
a single router in that partition. This seemingly obvious
property has an important implication:

Observation 1 The IGP Viewer has the complete IGP
topology for all partitions that it connects to.

The IGP Viewer computes pairwise shortest paths for
all routers in the AS and provides this information to the
RCS. The IGP Viewer must discover only the path costs
between any two routers in the AS, but it need not dis-
cover the weights of each IGP edge. The RCS then uses
these path costs to determine, from any router in the AS,
what the closest egress router should be for that router.

In some cases, a group of routers in the IGP graph all
select the same router en route to one or more destina-
tions. For example, a network may have a group of ac-
cess routers in a city, all of which send packets out of that
city towards one or more destinations via a single gate-
way router. These routers would always use the same
BGP router as the gateway. These groups can be formed
according to the IGP topology: for example, routers can
be grouped according to OSPF “areas”, since all routers
in the same area typically make the same BGP routing
decision. Because the IGP Viewer knows the IGP topol-
ogy, it can determine which groups of routers should be
assigned the same BGP route. By clustering routers in
this fashion, the IGP Viewer can reduce the number of
independent route computations that the RCS must per-
form. While IGP topology is a convenient way for the
IGP Viewer to determine these groups of routers, the
groups need not correspond to the IGP topology; for ex-
ample, an operator could dictate the grouping.

3.1.2 BGP Engine

The BGP Engine maintains an iBGP session with each
router in the AS. These iBGP sessions allow the RCP to
(1) learn about candidate routes and (2) communicate its
routing decisions to the routers. Since iBGP runs over
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Figure 3: RCP interacts with the routers using standard routing proto-
cols. RCP obtains IGP topology information by establishing IGP ad-
jacencies (shown with solid lines) with one or more routers in the AS
and BGP routes via iBGP sessions with each router (shown with dashed
lines). RCP can control and obtain routing information from routers in
separate network partitions ( and ). Although this figure shows
RCP as a single box, the functionality can be replicated and distributed,
as we describe in Section 3.2.

and BGP routes, every replica will make the same rout-
ing assignments, even without a consistency protocol.

3.1 RCP Modules

To compute the routes that each router would have se-
lected in a “full mesh” iBGP configuration, RCP must
obtain both the IGP topology information and the best
route to the destination from every router that learns a
route from neighboring ASes. As such, RCP comprises
of three modules: the IGP Viewer, the BGP Engine, and
the Route Control Server. The IGP Viewer establishes
IGP adjacencies to one or more routers, which allows
the RCP to receive IGP topology information. The BGP
Engine learns BGP routes from the routers and sends
the RCS’s route assignments to each router. The Route
Control Server (RCS) then uses the IGP topology from
the IGP Viewer information and the BGP routes from
the BGP engine to compute the best BGP route for each
router.

RCP communicates with the routers in an AS using
standard routing protocols, as summarized in Figure 3.
Suppose the routers in a single AS form an IGP con-
nectivity graph , where are the edges in
the IGP topology. Although the IGP topology within an
AS is typically a single connected component, failures of
links, routers, or interfaces may occasionally create par-
titions. Thus, contains one or more connected compo-
nents; i.e., . The RCS only com-
putes routes for partitions for which it has complete
IGP and BGP information, and it computes routes for
each partition independently.

3.1.1 IGP Viewer

The RCP’s IGP Viewer monitors the IGP topology and
provides this information to the RCS. The IGP Viewer
establishes IGP adjacencies to receive the IGP’s link-
state advertisements (LSAs). To ensure that the IGP
Viewer never routes data packets, the links between the
IGP Viewer and the routers should be configured with
large IGP weights to ensure that the IGP Viewer is not
an intermediate hop on any shortest path. Since IGPs
such as OSPF and IS-IS perform reliable flooding of
LSAs, the IGP Viewer maintains an up-to-date view of
the IGP topology as the link weights change or equip-
ment goes up and down. Use of flooding to disseminate
LSAs implies that the IGP Viewer can receive LSAs from
all routers in a partition by simply having an adjacency to
a single router in that partition. This seemingly obvious
property has an important implication:

Observation 1 The IGP Viewer has the complete IGP
topology for all partitions that it connects to.

The IGP Viewer computes pairwise shortest paths for
all routers in the AS and provides this information to the
RCS. The IGP Viewer must discover only the path costs
between any two routers in the AS, but it need not dis-
cover the weights of each IGP edge. The RCS then uses
these path costs to determine, from any router in the AS,
what the closest egress router should be for that router.

In some cases, a group of routers in the IGP graph all
select the same router en route to one or more destina-
tions. For example, a network may have a group of ac-
cess routers in a city, all of which send packets out of that
city towards one or more destinations via a single gate-
way router. These routers would always use the same
BGP router as the gateway. These groups can be formed
according to the IGP topology: for example, routers can
be grouped according to OSPF “areas”, since all routers
in the same area typically make the same BGP routing
decision. Because the IGP Viewer knows the IGP topol-
ogy, it can determine which groups of routers should be
assigned the same BGP route. By clustering routers in
this fashion, the IGP Viewer can reduce the number of
independent route computations that the RCS must per-
form. While IGP topology is a convenient way for the
IGP Viewer to determine these groups of routers, the
groups need not correspond to the IGP topology; for ex-
ample, an operator could dictate the grouping.

3.1.2 BGP Engine

The BGP Engine maintains an iBGP session with each
router in the AS. These iBGP sessions allow the RCP to
(1) learn about candidate routes and (2) communicate its
routing decisions to the routers. Since iBGP runs over
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Figure 3: RCP interacts with the routers using standard routing proto-
cols. RCP obtains IGP topology information by establishing IGP ad-
jacencies (shown with solid lines) with one or more routers in the AS
and BGP routes via iBGP sessions with each router (shown with dashed
lines). RCP can control and obtain routing information from routers in
separate network partitions ( and ). Although this figure shows
RCP as a single box, the functionality can be replicated and distributed,
as we describe in Section 3.2.

and BGP routes, every replica will make the same rout-
ing assignments, even without a consistency protocol.

3.1 RCP Modules

To compute the routes that each router would have se-
lected in a “full mesh” iBGP configuration, RCP must
obtain both the IGP topology information and the best
route to the destination from every router that learns a
route from neighboring ASes. As such, RCP comprises
of three modules: the IGP Viewer, the BGP Engine, and
the Route Control Server. The IGP Viewer establishes
IGP adjacencies to one or more routers, which allows
the RCP to receive IGP topology information. The BGP
Engine learns BGP routes from the routers and sends
the RCS’s route assignments to each router. The Route
Control Server (RCS) then uses the IGP topology from
the IGP Viewer information and the BGP routes from
the BGP engine to compute the best BGP route for each
router.

RCP communicates with the routers in an AS using
standard routing protocols, as summarized in Figure 3.
Suppose the routers in a single AS form an IGP con-
nectivity graph , where are the edges in
the IGP topology. Although the IGP topology within an
AS is typically a single connected component, failures of
links, routers, or interfaces may occasionally create par-
titions. Thus, contains one or more connected compo-
nents; i.e., . The RCS only com-
putes routes for partitions for which it has complete
IGP and BGP information, and it computes routes for
each partition independently.

3.1.1 IGP Viewer

The RCP’s IGP Viewer monitors the IGP topology and
provides this information to the RCS. The IGP Viewer
establishes IGP adjacencies to receive the IGP’s link-
state advertisements (LSAs). To ensure that the IGP
Viewer never routes data packets, the links between the
IGP Viewer and the routers should be configured with
large IGP weights to ensure that the IGP Viewer is not
an intermediate hop on any shortest path. Since IGPs
such as OSPF and IS-IS perform reliable flooding of
LSAs, the IGP Viewer maintains an up-to-date view of
the IGP topology as the link weights change or equip-
ment goes up and down. Use of flooding to disseminate
LSAs implies that the IGP Viewer can receive LSAs from
all routers in a partition by simply having an adjacency to
a single router in that partition. This seemingly obvious
property has an important implication:

Observation 1 The IGP Viewer has the complete IGP
topology for all partitions that it connects to.

The IGP Viewer computes pairwise shortest paths for
all routers in the AS and provides this information to the
RCS. The IGP Viewer must discover only the path costs
between any two routers in the AS, but it need not dis-
cover the weights of each IGP edge. The RCS then uses
these path costs to determine, from any router in the AS,
what the closest egress router should be for that router.

In some cases, a group of routers in the IGP graph all
select the same router en route to one or more destina-
tions. For example, a network may have a group of ac-
cess routers in a city, all of which send packets out of that
city towards one or more destinations via a single gate-
way router. These routers would always use the same
BGP router as the gateway. These groups can be formed
according to the IGP topology: for example, routers can
be grouped according to OSPF “areas”, since all routers
in the same area typically make the same BGP routing
decision. Because the IGP Viewer knows the IGP topol-
ogy, it can determine which groups of routers should be
assigned the same BGP route. By clustering routers in
this fashion, the IGP Viewer can reduce the number of
independent route computations that the RCS must per-
form. While IGP topology is a convenient way for the
IGP Viewer to determine these groups of routers, the
groups need not correspond to the IGP topology; for ex-
ample, an operator could dictate the grouping.

3.1.2 BGP Engine

The BGP Engine maintains an iBGP session with each
router in the AS. These iBGP sessions allow the RCP to
(1) learn about candidate routes and (2) communicate its
routing decisions to the routers. Since iBGP runs over
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Figure 3: RCP interacts with the routers using standard routing proto-
cols. RCP obtains IGP topology information by establishing IGP ad-
jacencies (shown with solid lines) with one or more routers in the AS
and BGP routes via iBGP sessions with each router (shown with dashed
lines). RCP can control and obtain routing information from routers in
separate network partitions ( and ). Although this figure shows
RCP as a single box, the functionality can be replicated and distributed,
as we describe in Section 3.2.

and BGP routes, every replica will make the same rout-
ing assignments, even without a consistency protocol.

3.1 RCP Modules

To compute the routes that each router would have se-
lected in a “full mesh” iBGP configuration, RCP must
obtain both the IGP topology information and the best
route to the destination from every router that learns a
route from neighboring ASes. As such, RCP comprises
of three modules: the IGP Viewer, the BGP Engine, and
the Route Control Server. The IGP Viewer establishes
IGP adjacencies to one or more routers, which allows
the RCP to receive IGP topology information. The BGP
Engine learns BGP routes from the routers and sends
the RCS’s route assignments to each router. The Route
Control Server (RCS) then uses the IGP topology from
the IGP Viewer information and the BGP routes from
the BGP engine to compute the best BGP route for each
router.

RCP communicates with the routers in an AS using
standard routing protocols, as summarized in Figure 3.
Suppose the routers in a single AS form an IGP con-
nectivity graph , where are the edges in
the IGP topology. Although the IGP topology within an
AS is typically a single connected component, failures of
links, routers, or interfaces may occasionally create par-
titions. Thus, contains one or more connected compo-
nents; i.e., . The RCS only com-
putes routes for partitions for which it has complete
IGP and BGP information, and it computes routes for
each partition independently.

3.1.1 IGP Viewer

The RCP’s IGP Viewer monitors the IGP topology and
provides this information to the RCS. The IGP Viewer
establishes IGP adjacencies to receive the IGP’s link-
state advertisements (LSAs). To ensure that the IGP
Viewer never routes data packets, the links between the
IGP Viewer and the routers should be configured with
large IGP weights to ensure that the IGP Viewer is not
an intermediate hop on any shortest path. Since IGPs
such as OSPF and IS-IS perform reliable flooding of
LSAs, the IGP Viewer maintains an up-to-date view of
the IGP topology as the link weights change or equip-
ment goes up and down. Use of flooding to disseminate
LSAs implies that the IGP Viewer can receive LSAs from
all routers in a partition by simply having an adjacency to
a single router in that partition. This seemingly obvious
property has an important implication:

Observation 1 The IGP Viewer has the complete IGP
topology for all partitions that it connects to.

The IGP Viewer computes pairwise shortest paths for
all routers in the AS and provides this information to the
RCS. The IGP Viewer must discover only the path costs
between any two routers in the AS, but it need not dis-
cover the weights of each IGP edge. The RCS then uses
these path costs to determine, from any router in the AS,
what the closest egress router should be for that router.

In some cases, a group of routers in the IGP graph all
select the same router en route to one or more destina-
tions. For example, a network may have a group of ac-
cess routers in a city, all of which send packets out of that
city towards one or more destinations via a single gate-
way router. These routers would always use the same
BGP router as the gateway. These groups can be formed
according to the IGP topology: for example, routers can
be grouped according to OSPF “areas”, since all routers
in the same area typically make the same BGP routing
decision. Because the IGP Viewer knows the IGP topol-
ogy, it can determine which groups of routers should be
assigned the same BGP route. By clustering routers in
this fashion, the IGP Viewer can reduce the number of
independent route computations that the RCS must per-
form. While IGP topology is a convenient way for the
IGP Viewer to determine these groups of routers, the
groups need not correspond to the IGP topology; for ex-
ample, an operator could dictate the grouping.

3.1.2 BGP Engine

The BGP Engine maintains an iBGP session with each
router in the AS. These iBGP sessions allow the RCP to
(1) learn about candidate routes and (2) communicate its
routing decisions to the routers. Since iBGP runs over



scalability, efficiency, and reliability

requirements
-many routers (500-1000)
-many destination prefixes (150,000-200,000)
-converge quickly
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Scalability: RCP 

! Problem: Must store routes and compute 
routing decisions for every router 

! Potentially thousands of routers 

iBGP%

eBGP%

RCP%
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Reliability: RCP 
!  Replicate RCPs (“Hot Spare”) 

"  Run multiple identical servers 

!  Run independent replicas 
"  Each replica has its own feed of 

routes 
"  Each replica receives the same 

inputs and runs the same routing 
algorithm 

"  No need for a consistency protocol if 
both replicas always see the same 
information 
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single RCP under partition

only use state from routers’ partition to assign 
BGP route
-ensure next-hop is reachable
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Single RCP Under Partition 

! Solution: Only use state from routers 
partition in assigning its routes  
"  Ensures next hop is reachable 
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Multiple RCPs Under Partition 

! Solution: RCPs receive same state 
from each partition they can reach 
"  IGP provides complete visibility, connectivity 
"  Only acts on partition if it has complete state  

27 No(consistency(protocol(needed(to(guarantee(consistency(in(steady(state(

ParXXon(1( ParXXon(2( ParXXon(3(
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performance
-low control-plane latency
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