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Abstract. This paper proposes a blockchain-based high performance transaction 

processing system called TOIChain. A new programming paradigm and archi-

tecture using Active Content Addressable Networking protocol and Statistic Mul-

tiplexed Computing runtime is introduced to overcome the typical service infra-

structure scalability challenges. 
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1 Introduction 

This paper presents a scalable blockchain system called TOIChain™ which is designed 

to facilitate the growth, speed, and efficiency of secure and tamper resistant transaction-

based networks without scaling limits. 

 

Web based services and mobile applications are evolving from Web 2.0 to Web 3.0 

thanks to continuing innovations such as Blockchain. However, infrastructure flaws 

and limitations continue to restrict performance, reliability, and security of web ser-

vices. Most traditional financial services still rely on inefficient and often flawed trust 

management systems. 

 

Transaction processing is a timeless cornerstone of all infrastructures. Since 2008, 

the Blockchain protocol has demonstrated breakthroughs in service reliability and se-

curity of token transactions on a global scale. In 2014, the creation of a blockchain-like 

DLT (distributed ledger technology) infrastructure enabled the development of decen-

tralized finance (DeFi) applications. Today, there are more than 1,000 blockchains run-

ning worldwide. All of these are designed to provide a reliable, trustless, tamper re-

sistant and scalable transaction processing system. 

 

The first principle of any scalable transaction processing service is to have zero sin-

gle-point-failure. Almost all blockchain projects meet this requirement without relying 

on any traditional backup/restore methods. In contrast, legacy database systems must 
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rely on backup/restore methods to mitigate single-point-failures while risking arbitrary 

data losses due to unplanned downtimes. Consequently, upscaling a legacy database 

introduces more single-point-failures. Legacy databases are the sitting ducks for Web 

2.0 distributed denial of service (DDoS) attacks [1]. 

 

The second principle for transaction service is scalable performance which means 

regardless of transaction volumes, the response time for each transaction should be near 

a constant. Legacy databases use data partitioning methods to meet performance de-

mands by sacrificing service availability (more single-point-failures). Similar efforts, 

such as chain partition (sharding), in blockchain protocols have also been developed. 

However, these have introduced new challenges in security and protocol complexity. 

To date, their performance benefits are still inconclusive [2].  

 

For immutable ledgers, the storage layer must also be infinitely scalable in perfor-

mance and capacity. Existing technologies do not meet these requirements. 

 

In this paper we disclose a parallel blockchain platform called TOIChain™ that can 

deliver incrementally improved performance (and capacity), reliability, and security as 

the network expands indefinitely. TOIChain™ is not a new blockchain protocol per se, 

but rather, a blockchain protocol running on a new distributed and parallel architecture. 

 

In French, the word 'toi' is a singular informal pronoun meaning 'you'. It is pro-

nounced “twa”. TOI-715b is a remote planetary system that is one and half times as 

wide as Earth and orbit within the conservative habitable zone around its parent star 

[26]. TOIChain™ is an innovative network platform powered by a new computing 

technology called SMC (statistical multiplexed computing). SMC relies on a new Ac-

tive Content Addressable Networking (ACAN) paradigm built on top of packet-ori-

ented TCP/IP protocols. TOIChain™ is designed to empower users by providing incre-

mentally better performance, reliability, and security, which is critically needed as the 

networking community and supporting infrastructures continued expansive evolution. 

This paper is organized as follows: 

─ Section 2 Motivations, 

─ Section 3 Scalability Proof, 

─ Section 4 ACAN for Blockchain,  

─ Section 5 SMC for Blockchain, 

─ Section 6 TOIChain, 

─ Section 7 Smart Contracts, dApps, and Tamper Resistance, 

─ Section 8 Energy Efficiency and Self-Optimization, 

─ Section 9 Broad Impacts, 

─ Section 10 Summary. 
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2 Motivations 

2.1 Single-point Failure: 1 + 1 < 1 

Synchronous or asynchronous data (transaction) replication methods are the industry 

standards for mitigating single-point-failures in existing infrastructures. 

Fig. 1 illustrates the problems in these standard failure mitigation methods using 

backup servers. 

 

Fig. 1. Industry Standard Data Server Failure Mitigation Methods. 

For asynchronous data (or transaction) replication, the primary server is responsible for 

all workloads and the replication of the transactions. It can deliver less than 100% 

performance due to replication overheads. The service uptime is also proportionally 

less than a single server configuration due to the increased probability of server failures. 

The only benefit is when “server1” fails, “server2” can resume operation. Since there 

are no reliable failure detection mechanisms possible, arbitrary data losses cannot be 

eliminated. 

 For synchronous data (or transaction) replication, a two-phase-commit (2PC) 

protocol is required. Either “server1” or “server2” failure will roll back the entire 

transaction. Data loss is prevented with a severe performance penalty.  Two servers can 

deliver less than a single server performance. Service availability is also less than a 

single server configuration. 

 Both standards deliver the “1 + 1 < 1” analogy in service performance and 

availability. The backup resources are largely wasted. In business, the expenses are tax 

deductable as “cost of doing business”. 

 The root cause of this phenomenon is the transaction programming paradigm’s 

assumption in “reliable network”. Without this assumption, the transaction 

programming paradigm falls apart. Assuming the network is reliable is the top fallacy 

(or the “cardinal sin” for mission critical service) in distributed computing [7]. It is 

responsible for all web2.0 infrastructure challenges. 
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In comparison, typical blockchain protocols have no device reliability assumptions. 

This results in higher service availability. But scalable performance remains a 

challenge. 

2.2 ACAN and SMC 

ACAN (Active Content Addressable Network) is a <key, value> overlay network over 

the physical interconnected networks. Unlike <key, value> data stores, the ACAN’s 

Tuple Space abstraction enables arbitrarily tagged data communication and synchroni-

zation at the same time. This allows automated data-parallel computing without explicit 

parallel instructions [3]. Since a service infrastructure would contain many intercon-

nected programs and data points located and/or replicated on different physical or vir-

tual machines, coarse-grain parallelisms naturally exist at different network levels. 

 

Fig. 2. Active Content Addressable Network. 

In Fig. 2, each square represents a computer node holding some data in <key, value> 

format. ACAN is the overlay network in UVR (Unidirectional Virtual Ring) form. Pro-

grams running on a node can request and synchronize with any tuple with a matching 

<key> over the ACAN network.  

 

UVR is an abstraction of the ACAN overlay network that can be implemented using 

Gossip protocols (as multiple parallel UVRs) for aggressive network propagation [4].  

With ACAN’s runtime, it forms a network-wide Tuple Space abstraction [5]. 

 

The <key, value> Tuple Space abstraction allows programs and data decoupled from 

physical computers and storage devices completely. Program and data may be distrib-

uted and replicated in any number of nodes retrievable via key pattern matching.  

 

ACAN further allows the protocol runtime to enable statistical multiplexing of all 

available resources in real time (SMC). The SMC runtime can form dynamic SIMD 

(single instruction multiple data), MIMD (multiple instructions multiple data) and 
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pipeline [6] processing clusters on the global overlay network. Fig.3 illustrates the three 

parallel topologies and potential speedups. 

 

 
 

Fig. 3. Parallel Processing Topologies. 

Automated parallel processing affords fault tolerance and load balancing automati-

cally if the applications include a simple timeout-retransmission discipline. Fig. 4 illus-

trates the differences between web2.0 cloud computing and SMC enabled web3 com-

puting where Cloud Services 1-3 are identical stateless services. The absence of the 

“retransmission discipline” and runtime program/data bindings to physical and virtual 

components are the direct result of assuming the network is reliable – the top fallacy of 

distributed computing [7]. 

 

 

Fig. 4. Cloud and SMC Enabled Cloud Services. 
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The Blockchain and ACAN protocols do not have any device reliability assumptions. 

ACAN with SMC runtime can ultimately resolve the performance and reliability limi-

tations for all service infrastructures. 

3 Scalability Proof 

The scalability of a distributed and parallel system is difficult to articulate and prove 

quantitatively. Fortunately, we have Amdahl’s Law – an intuitive thought induced 

mathematical model to quantify the ultimate scalable performance for any parallel sys-

tem. 

 

Amdahl’s Law was proposed in 1967 to assess the performance scalability of arbi-

trary programs on any parallel computer [8]. It defines 0 < 𝑥 < 1 as the percentage of 

serial instructions in the program. Given an infinite number of processors, its perfor-

mance is above bounded to 
1

𝑥
 . It is, however, not clear how 𝑥 could be quantified for 

practical applications. 

 

In 1988, Gustafson’s Law [9] was proposed to invalidate Amdahl’s since practical 

parallel experiments without sequential timing reference could not be quantified using 

Amdahl’s Law. Gustafson’s Law relies on actual time measures of parallel runs to de-

rive the potential speedups. It seems to indicate infinite speedup if the program keeps 

on solving bigger problems. For the past three decades, these two laws have been re-

ferred to as “scaled speedup” and “non-scaled speedup.” Although Amdahl’s Law has 

a mathematical speedup bound, Gustafson’s Law is an open-ended recurrence relation 

that does not have any mathematical bound. 

 

A careful study has found that Amdahl’s Law is the only stand-alone law while Gus-

tafson’s formula helps to quantify Amdahl’s speedup bound inductively by solving big-

ger problems [10]. Fig. 5 illustrates the full power of Amdahl’s Law. 

 

 

Fig. 5. Parallel Performance Scalability. 
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For programs solving problems of fixed sizes, given an infinite number of proces-

sors, the lower-right 45-degree zone covers all possible speedup limits including zero. 

This region quantifies the economic law of diminishing return. For programs solving 

problems of increasing sizes using more processors, the serial percentage will asymp-

totically approach zero. Thus, the upper-top 45-degree zone quantifies the asymptotic 

infinite speedup, when the problem size and the number of processors approaches in-

finity. This proof should not be a surprise. Practitioners have already put it in use, such 

as the TOP500 Supercomputer benchmark Linpack [24]. This is the international con-

test of supercomputers competing to solve the biggest Linpack problem sizes 

(https://top500.org). 

 

Although neither Amdahl’s Law nor Gustafson’s Law account for communication 

and synchronization overheads, if the parallel acceleration exceeds the worst-case over-

heads, infinite speedup is still achievable as demonstrated in the TOP500 benchmark 

competitions. 

 

Since infinity is a concept that is larger than any actual numbers, any parallel pro-

gram has the potential to harness multiple quantum computers, if the reliability and 

security of the service can also improve when the system upscales. 

4 ACAN for Blockchain 

All blockchain protocols support “double-spent free” token transactions. For efficiency, 

token transactions are grouped into blocks to be verified by decentralized anonymous 

validators. In the blockchain overlay network, the basic unit of transmission is a trans-

action. Currently, the transactions are broadcast into the network as proposed in 

Satoshi’s original white paper [11] and implemented in production chains. Block veri-

fication methods vary depending on the consensus design, such as POW (proof of 

work), POS (proof of stake), POH (proof of history) and POP (proof of possession), etc 

[12].  

 

Existing consensus protocols ignored runtime parallel processing. Blockchain shar-

ding was added as an “after thought”. Existing sharding implementations delivered only 

marginal performance improvements with added protocol complexity and security 

challenges [13].  

 

Introducing ACAN as the middle layer between TCP/IP delivered blocks and the 

consensus layer allows greater freedom in runtime parallelism exploitation solving the 

service scalability and energy efficiency challenges with incrementally better security 

and without increasing protocol complexity. 
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5 SMC Runtime for Blockchain 

The presence of ACAN protocol allow the runtime implementations to take full 

advantage of available resources at hand. For blockchain applications, the runtime SMC 

implementation can form SIMD, MIMD and pipeline clusters automatically without 

explicit parallel coding. This is the advantage of dataflow parallel computing architec-

ture [14]. 

 

Fig. 6 shows the Tendermint (deterministic consensus protocol) runtime state [15]. 

 

Fig. 6. Deterministic Consensus Protocol Runtime States. 

 Fig 7. illustrates the SMC blockchain POS consensus protocol runtime states.  The 

data parallel runtime states are more complex than that in Fig. 6. The runtime states are 

created by the data parallel semantics automatically. Protocol coding is far simpler than 

the deterministic protocol illustrated in Fig. 6. 

 

Fig. 7. SMC Blockchain consensus runtime states.  
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Theoretically, assuming there are an infinite number of transactions to be processed, 

and there are an infinite number of validating nodes in the network, the overall system’s 

performance will asymptotically approach infinity. Since ACAN with SMC runtime 

are layered between the TCP/IP packets and the consensus protocol, netework security 

and transaction tamper resistance features continue to enhance as the network expands. 

 This proposal differs materially from the “Indefinite Scalability for Living 

Computation” [25] where reliability and security are completely absent in the design. 

6 TOI CHAIN 

TOIChain is an experimental network using POS (proof of stake) consensus. All nodes 

can become “stakers” by depositing tokens. The deposited tokens are locked in for a 

minimum time specified by the protocol. TOIChain maintains a group of “seed nodes” 

serving as the custom DNS for the chain in addition to the public DNS services. The 

consensus protocol requires greater than 66% of the randomly selected stakers approval 

of a transaction block before it can be included on the chain. ACAN and SMC are 

responsible for delivering the promised scalability benefits. In addition, TOIChain’s 

script engine ensures transaction ACID properties for smart contracts. The TOIChain 

was designed to connect to any number of nodes globally. Mobile devices may also be 

stakers. 

 

The TOIChain token is called “TOIN” which is represented as UTXO (Unspent 

Transaction Output) in the TOIChain network. Bitcoin 24.0.1 was customized to in-

clude ACAN and SMC concepts under the POS consensus protocol for scalability. 

Transactions are replicated on randomly selected R>7 nodes to deliver greater storage 

scalability and energy efficiency than any other chains.  

 

The TOChain POS protocol is driven by a network Epoch initialized by seed nodes. 

Each new Epoch validates one block by randomly selected validators. An Epoch may 

be abandoned if the corresponding block verification fails. Otherwise, the verified 

block becomes the tip of the global ledger. The validated block is broadcast to the net-

work to create replicas on other R random selected nodes.  A new Epoch will be gen-

erated after this. If for some reason the network stalls, that is when the entire randomly 

selected validators crash at the same time or the network partitions, the seed nodes 

(TOIChain DNS) will generate a new Epoch based on the last witnessed Epoch. For 

Byzantine fault tolerance, each validation committee will be rewarded only in the next 

successful Epoch. 

 

Unlike the Bitcoin network, TOIChain transactions are not replicated first. They are 

sent to the staking nodes for processing. All transactions in the selected staking nodes 

(validators) are included in the current block.  

 

The selected validators form their own overlay network at runtime. The 66% or more 

members approval decides the eligibility of all transactions in the block. The approved 
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block is propagated across the network for final validation, if approved it will become 

the current chain tip. A new Epoch will be generated.  

 

TOI daemon code will be Open Source under the MIT License. 

 

To deliver a Web 2.0-like user experience, TOIChain also supports Smart Account 

for users. A smart account can hold any number of wallets and all transaction histories 

(including the failed transactions). TOIChain accounts are not maintained on chain but 

managed by decentralized TOIChain Gateways. 

 

The TOIChain Gateway supports non-custodial accounts (for public chains) and cus-

todial accounts (for private chains). The TOI Gateway forms its own overlay network 

implemented in ACAN and SMC protocols. Therefore, it can also scale indefinitely 

(U.S. and international patent pending). The TOI Gateway code base is not Open 

Source. 

 

Staking Policy: 

Every node can request to be a validator by committing a minimum TOINs specified 

by the protocol. Higher values can increase the chance of being selected. Once ap-

proved, the node becomes a “staker”. Stakers are organized in tiers based on their stak-

ing values. As mentioned earlier, each Epoch randomly selects R validators for the cur-

rent block. The selection criteria include stake tiers, uptime, and locality. A region with 

many stakers enjoys higher verification speed as opposed to a region that may rely on 

remote stakers. A staker with a high downtime record is less likely to be selected.  

 

Each verified block earns TOINs which are distributed to all selected and available 

stakers. Stakers receive both transaction verification and data hosting credits.   

7 Smart Contracts, dApps and Tamper Resistance 

SMCL is the smart contract language for TOIChain. Turing-completeness is a lan-

guage design objective to support all possible calculations expressed in the language 

including loops. However, for smart contracts on any blockchain network, each trans-

action process requires network resources for validation. Contracts with infinite loops 

are not acceptable because they will incur infinite costs thus exhausting network re-

sources.  SMCL is intentionally not Turing-complete. Each contract is self-contained. 

However, it was designed to be extensible for future new use cases. We chose Python 

as the host language for ease of use in creating contracts. The TOIChain Python library 

has an option to translate smart contracts into Haskell language. The Haskell programs 

can be verified by Coq (Software Foundations) or similar tools for correctness before 

generating bytecode to execute on the TOIChain. The Turing incompleteness can pre-

vent unwanted hacks. 
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SMCL scripting engine is ACID (atomicity, consistency, isolation, and durability) 

compliant. Therefore, the verified contracts should never yield unintended results re-

gardless of concurrent executions on randomly selected validators. In other words, they 

are hack proof with exact accountability ensured. 

 

According to De.fi database tracking [16], cryptocurrency hacks have reached $78 

Billion with only $6 Billion recovered. Except for “rug pulls” (Ponzi schemes), the 

most hacks are through smart contracts. Ethereum smart contract using Turing-com-

plete Solidity language has the dominating 30% share of successful hacks. 

 

dApps are applications using the decentralized blockchain for transactions. The 

blockchain serves the finality of all transactions including NFTs (non-fungible tokens) 

or NFT with expirations. The infinite scalable feature of TOIChain makes it ideal to 

store any digital assets in perpetuity. There can be at least three types of dApps: Cloud 

and Quantum computer applications, AI applications with LLM training needs, and 

traditional dApps running their own tokens for different applications. Fig. 8 shows the 

technology comparisons of popular blockchain protocols. 

 

Fig. 8. Technology Comparisons. 

8 Energy Efficiency and Self-optimization 

POS chain experiments have demonstrated more than 99% of energy savings against 

POW consensus chains. However, asynchronous communications between hardware 

components can fail unexpectedly. The overall network security, degree of decentrali-

zation, fault tolerance and performance will deteriorate over time, especially after or 

during natural or human disasters or wars. 

 

Due to the complete program/data decoupling, the TOIChain network contains self-

optimizing functions that will automatically fine tune the R-value, resynchronizing lost 

data objects and adjust random validator selection criterions without service interrup-

tions. 
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TOIChain’s performance is also tunable by changing block size, replication factor R 

and validator committee size to find the sweet spot that balances performance, security 

and fault tolerance. For example, private chains do not need large validation committees 

(minimal 7 for Byzantine fault tolerance) and R can also be altered to meet community 

budget requirements and to ensure continued acceleration of transaction processing 

speeds. The value R decides the degree of parallel transaction pre-validation and the 

degree of replication after validation. It solves performance and capacity scalability 

problems at the same time. Therefore, TOIChain POS consensus can be dramatically 

more energy efficient than other POS protocols. The network adjustments can be com-

pletely automated without stopping services. 

9 Broader Impacts 

ACAN and SMC concepts can enable service infrastructures to harness all resources 

with self-optimizing features to deliver scalable performance, reliability, and security. 

They are applicable to all mission critical services. These include global DNS, data-

bases, networked storage, self-driving cars, nuclear power plant monitoring, deep space 

probe controllers and real time machine learning services. Fig. 9 shows the industry 

sectors of the ACAN/SMC potential technology impacts. 

 

Fig. 9. Broader impact map. 

10 Summary 

The ACAN and SMC technologies are rooted in early 1990’s Stateless Parallel Com-

puting research [17] based on then mission critical service infrastructure requirements. 

These requirements remain critical after decades of technological evolutions. Decen-

tralized mission critical database research started in 2001 [18] after the 9/11 terrorist 

attacks. The relationship between Amdahl’s Law and Gustafson’s Law was discovered 

in 1996 [10]. The infinite scalability proof materialized in 2012. In 2022, an EU patent 

was issued to ACAN/SMC design [19]. A US Patent was granted in February 2023 
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[20]. SMC blockchain provisional patent was filed in 2023. SMC Gateway patent was 

filed in early 2024. 

 

The ACAN/SMC technology development history demonstrates that the early dis-

coveries provided foresight followed by the computing, networking, and storage tech-

nology development trajectory. The first principle based research method worked well 

in developing solutions solving real world problems. 

 

Today, there are insatiable computing needs for better solutions and innovations in 

all fields, especially the thriving AI and quantum computing sectors. The use of cyber-

technologies to support mission critical requirements has become increasingly more 

important in all industries. The proposed ACAN/SMC programming paradigm offers a 

solid foundation for continued cyberinfrastructure technology development.  

Acknowledgments. This paper benefited from anonymous reviewers’ comments and 
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