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Abstract
In this project, I outline an artificial intelligence-based system of studying human exercise posture based on videos. System pose estimation finds landmarks of the human body and employs explicit rule-based biomechanical reasoning to test exercise form. The project is in support of squats, lunges, bicep curls, and push-ups. Instead of being based on black-box learning models, the system focuses on explainability, transparency, as well as the ability to adapt to personal body proportions. The article illustrates the potential of interpretable artificial intelligence to assist in safe and effective exercise instructions.
1.Introduction
Proper posture during exercise is essential in preventing injury, improving performance, and physical health in the long-run. Nevertheless, not all people work out with the help of a trainer or any other specialists. As more computer vision tools have become more accessible, artificial intelligence may be used to aid users with automated posture analysis.
In this project, the researcher will examine the application of pose estimation and rule-based reasoning in analyzing exercise form using pre-recorded videos. It is not aimed at substituting professional trainers but will provide an accessible means of feedback that would assist users in identifying frequent posture mistakes. There is a high focus on explainable AI, as the user and evaluators will be able to see how and why decisions are made.

2. Related Concepts and Motivation
Conventional AI methods used to analyze the posture usually use deep learning networks that are trained on massive labeled data. On the one hand, they are effective but at the cost of transparency and need a considerable amount of data. On the contrary, this project is knowledge-based.
The system is decipherable and simpler to debug as pose landmarks and explicit rules are based on biomechanics. The design decision is in line with the human-centered AI concepts and especially suitable in educational environments.
3. System Architecture
The system is based on the four primary elements of a modular architecture, which are video-input, pose-estimation, feature-extraction, and rule-based-evaluation.
The stimulus is a video of a pre-recorded exercise. A frame is processed by MediaPipe Pose to identify body landmarks in each frame. It is on these landmarks that joint angles and proportions of the body are computed. Lastly, exercise-specific guidelines are used to define the correctness of posture.
4. Pose Estimation and Landmark Extraction
MediaPipe Pose is an effective and powerful way of recognizing human body landmarks in 2D images. Some of the main joints found in this model are shoulders, hips, knees, elbows, wrists, and ankles.
Pose estimation is considered the perception layer of the system. It does not give meaning but provides organised geometrical information. The divorce between perception and reasoning enhances clarity and reliability of the system.
5. Feature Extraction and Measurements
The system derives joint angles based on the detected landmarks with the help of vector geometry. As an illustration, the angle of the knees is calculated with the help of hip, knee, and ankle positions, and elbow angle is calculated with the assistance of shoulder, elbow, and wrist positions.
There is also an estimation of torso and leg length to calculate the ratios of body proportions. Such measurements will enable the system to adjust its feedback according to the anatomical differences among individuals.
6. Exercise-Specific Rule-Based Evaluation

The rules are assessed on the domain-informed rules:
The assessments of the squats are done in terms of knee flexion angle and hip depth. Front knee alignment and bend angle are used as the measure of lunges. Elbow flexion thresholds are used to test the bicep curls. Push-ups should be tested with a check of shoulders, hips and ankles in order to ascertain straight posture of the body. These regulations are supposedly conservative to make safety a priority.
7. Personalization Using Body Proportions
There is a big difference between the anatomy of humans. To overcome this, the system categorizes the users into the long-leg, long-torso, or balanced body types on the facts of the leg-to-torso proportion.
The classification facilitates contextual feedback in a way that he can be advised to raise his heels when squatting because he is a long-legged person. Personalization enhances usability and fairness of the posture evaluation.
8.Data
The system works with any pre-recorded exercise video. For testing and demonstration, publicly available royalty-free videos from Pexels (https://www.pexels.com) were used and some personal friends and family workout videos are also used. No datasets are required for this project
9.Results
The system successfully processed multiple exercise videos and consistently detected pose landmarks. Skeleton overlays and textual feedback were rendered in real time.
The modular design allowed multiple exercises to be evaluated using the same pose estimation pipeline, demonstrating reusability and scalability.
10. Learning Process and Challenges
One of the most crucial issues that arose during the development was the compatibility of the software across the versions of Python and Python dependencies. Media Pipe uses native extensions which can no longer be used with newer releases of Python and NumPy.
The solution to this problem was to put the environment into isolation and run Python 3.10 and a compatible NumPy version. This experience highlighted the importance of environmental management and reproducibility in practical AI systems.
11.Conclusion
This project establishes the fact that explainable, rule-based artificial intelligence systems can effectively analyze the exercise posture through pose estimation. The system implies meaningful feedback and is not based on black-box learning models by emphasizing the importance of transparency and personalization.
13. Execution (Terminal-Based Execution)
The project is executed using pre-recorded videos through the terminal.
First Activate environment: conda activate posture310
Navigate to project folder:   cd Downloads
Run analysis:
python posture_analysis.py --video squat.mp4 --exercise squat
Run lunge analysis:
python posture_analysis.py --video lunge.mp4 --exercise lunge
Run bicep curl analysis:
python posture_analysis.py --video bicep_curl.mp4 --exercise bicep_curl
Run push-up analysis:
python posture_analysis.py --video push_up.mp4 --exercise pushup
Press 'q' to exit the video window.
14.FutureWork
Future improvements include repetition counting, real-time webcam feedback, automated exercise detection, and adaptive learning-based posture evaluation.
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