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 Medical Recommendation System

✓ Drug Recommendation System

✓ Diagnostic Recommendation System

✓ Lifestyle and Preventative Health System

✓ Clinical Decision Support Systems

Background

https://images.app.goo.gl/LofUbVs 

1zMTWh7CG8

https://images.app.goo.gl/hrNcEY2McPfizaTK8 

Epocrates: https://www.epocrates.com/

https://images.app.goo.gl/ixRJkQ7ZEnmX49vJ8
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 Medical Recommendation System

Background

MIMIC 3: Electronic health 

records (EHRs), they are often 

fragmented, unstructured, 

sparse, and difficult to analyze 

due to the heterogeneity of the 

data sources and the sheer 

volume of information.

Drug-Drug interaction

(P-I)Graph models, LLMs

Medical recommender systems based on continuous-valued logic and multi-criteria decision operators, using interpretable 

neural networks https://bmcmedinformdecismak.biomedcentral.com/articles/10.1186/s12911-021-01553-3/figures/1
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 Medical Recommendation System

Background

✓ noisy implicit feedback between user

and KG; personal recommendation

✓ alleviate the noise issues from data 

cleaning perspective (resampling or

reweighting)

✓ from model view: denoising by diffusion 

models

✓ Idea: controlled Gaussian noises in the 

forward process and iteratively removes 

noises in the reverse denoising process

Medical recommender systems based on continuous-valued logic and multi-criteria decision operators, using interpretable 

neural networks https://bmcmedinformdecismak.biomedcentral.com/articles/10.1186/s12911-021-01553-3/figures/1
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 Knowledge-aware Recommender System

✓ Embedding-based

✓ Path-based

✓ GNN-based: KGCN: consider items’ fixed number of neighborhoods for aggregation 

KGAT: assign weights to important neighborhoods

KGIN: integrate user’s preferences as embedding

 Self-supervised learning + data augmentation

✓ To address data sparsity and improve recommendation performance

✓ Generate new view of use/item representations by maximize the differences between positive and negative pairs

✓ BERT in NLP, mask items to predict, enforce model learn contextual relations
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 Diffusion models

Related Works

https://www.slideshare.net/slideshow/diffusion-deformable-model-for-4d-temporal-medical

-image-generation-253730447/253730447#4
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 Applications

✓ GraphGDP: generate new

graphs by continuous-time 

noise;

✓ Diffusion probabilistic model:

Recommendation systems

https://www.slideshare.net/slideshow/diffusion-deformable-model-for-4d-temporal-medical-image-generation-253730447/253730447
https://www.slideshare.net/slideshow/diffusion-deformable-model-for-4d-temporal-medical-image-generation-253730447/253730447


 Entity knowledge aggregation module

 Knowledge graph diffusion model

 KG data augmentation

Method
Denoising

KG Agg.

History Knowledge Graph

Interaction

P-I Graph

Noising
Gen Probability

Recordings Embedding
ELBO loss 

MSE loss

CKGC
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 Entity Knowledge Aggregation Module

For knowledge graph 𝐺𝑘, we have:

Method

⚫ 𝑁𝑖: the neighboring entities of record 𝑖

⚫ 𝑋𝑖 ∈  𝑅𝑑: embedding of record

⚫ 𝛼 𝑒, 𝑟𝑒,𝑖, 𝑖 : the estimated records-specific and relation 

specific attentive relevance during knowledge aggregation 

process, to capture distinct semantics of relationships 

between 𝑖 and 𝑒.

⚫ 𝑟𝑒,𝑖: relation type

⚫ 𝑋𝑒 ∈  𝑅𝑑: embedding of patient

⚫ 𝑁𝑜𝑟𝑚: normalization operation

⚫ 𝑊  ∈  𝑅𝑑×2𝑑  : customize the input 𝑖 and 𝑒.

⚫ 𝐿𝑒𝑎𝑘𝑦𝑅𝑒𝐿𝑈: non-linear activation function

⚫ Random dropout before aggregation: sparse KG has potential to significantly enhance the performance 

of recommender system.
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 Diffusion with KG

𝑘Objective: Generate 𝐺′ from 𝐺𝑘 Setup: patient 𝑖 has relations 𝑧𝑖  =  [𝑧0, 𝑧0, ⋯ , 𝑧  𝗌 −1]with records set ℰ，where 𝑧𝑒  =  0 𝑜𝑟 1
𝑖 𝑖 𝑖 𝑖

Method

✓ Forward Process

⚫ 𝑥0: initial state; original adjacency matrix 𝑧𝑖  of the record

⚫ 𝑥1:𝑇: in a Markov chain by gradually adding Gaussian noise in 𝑇 steps

⚫ 𝑁: Gaussian noise distribution

⚫ 𝛽 𝑡𝜖  0,1 : control the scale of Gaussian noise

⚫ Linear noise scheduler:

Re-parameterize by two

independent Gaussian noise
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Method
 Diffusion with KG:

✓ Reverse Process

⚫ 𝝁𝜃(𝒙𝑡, 𝑡) : neural network parameterized by 𝜃
⚫ σ𝜃(𝒙𝑡,  𝑡)  : covariance of Gaussian distribution

✓ Optimization of KG Diffusion Process

Maximize the Evidence Lower Bound (ELBO):

⚫ The first term: Gaussian log-likelihood 𝑙𝑜𝑔𝑝(𝑥0|𝑥1) 

⚫ The second term: make the distribution 𝑝𝜃(𝑥𝑡−1|𝑥 𝑡)  approximate the 

tractable distribution 𝑞(𝑥𝑡−1|𝑥𝑡,  𝑥0)  through the KL divergence 𝐷𝐾𝐿 ∙ 

.
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Method
 Collaborative Knowledge Graph Convolution (CKGC)

Objective: Aggregate the user-item interaction data into denoised KG 

Enhance its relevance to recommendation tasks

Introduce a dimension to KG’s diffusion optimization

Construct the loss (MSE) to CKGC 𝐿𝑐𝑘𝑔𝑐

⚫ 𝐴: item-user interaction

⚫ ෞ𝑥0: denoised KG’s predicted relation probability

⚫ 𝐴: aggregation operation

⚫ 𝐸𝑝: patient’s embedding

⚫ 𝐸𝑖: record’s embedding

⚫ 𝜆0 : hyperparameter of strength

Optimizing ELBO and CKGC loss simultaneously:
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 KG-enhanced Data Augmentation

𝑘Objective: reconstruct 𝐺′ from 𝐺𝑘, only contains the relationships relevant to the downstream recommendation tasks.

graph embedding propagation layer

Method

𝑖⚫ x𝑙: the encoded representations of item 𝑖

⚫ x𝑙 : the encoded representations of patient 𝑝
𝑝

⚫ 𝑁𝑖: the neighboring entities of item 𝑖

⚫ 𝑁𝑝: the neighboring entities of patient 𝑝

𝑢  𝑣

𝑢  𝑢

⚫ 𝑠(∙): cosine similarity

⚫ 𝜏: hyper-parameter

⚫ (x′  , x ′′)|u, v ϵ  𝑈, u ≠  𝑣: negative pairs (the different nodes pairs)

⚫ (x′  , x ′′)|u, 𝑢 ϵ  𝑈: positive pairs (the same node pairs)

⚫ L𝑢𝑠𝑒𝑟: contrastive loss of patient, L𝑖𝑡𝑒𝑚: contrastive loss of item
𝑐𝑙 𝑐𝑙

Graph-based collaborative filtering (CF) capture collaborative signals of higher order.

Contrastive loss: maximize the agreement among

Positive pairs and minimize the agreement among negative pairs.
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Method

⚫ 𝜆1, 𝜆2 : hyperparameter

⚫ 𝑜+：observed interaction from the Cartesian product of patient and record set

⚫ 𝑜−: observed interaction from the Cartesian product of patient and record set

⚫ Θ: learnable parameters set of model

 The overall loss of DiffKG

Optimizing recommendation task by Bayesian personalized ranking 

(BPR):

Integrative Optimization:
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 Training and Inference

Method
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 MIMIC dataset: https://mimic.physionet.org/; (prescription, diagnose, procedure) NDC-RXCUI-ATC4 mapping, CID-

ATC, NDC-RXCUI mapping, drugbank, drug DDI

 Preprocess data: https://github.com/ycq091044/SafeDrug.git

MIMIC Knowledge Graph

Drug- 

Rem 
MIMIC 
KG

MIMIC3

Drug

Data

Prescription

Diagnoses

Procedure

Drug-act

RXCUI2atc

ndc2RXCUI

Mapping CID to 

ATC4

Mapping RXCUI 

to ATC4

Coded 

by CID

Drugbank

Drug-DDI

Mapping NDC 

to RXCUIDrug 

SMILES
string

Records file

Code 

dictionary

ATC4: Anatomical 

Therapeutic Chemical 
Classification System

NDC： National drug code 

RXCUI: RxNorm Concept

Unique Identifier

CID: Compound Identifier 

SMILES: Simplified

Molecular Input Line Entry 

System
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 Construct KG on patient, diagnosis, medication, procedure:

✓ Records_final.pkl

✓ Get the actual ID of each patient, diagnosis, 

medication, procedure through voc_final dictionary

✓ Drug-drug actions:

➢ Map drug ID to drug SMILEs dictionary through act3toSMILES.pkl

➢ connect as the value of adjacency matrix is 1 (ddi_A_final.pkl)

✓ Flatten the updated KG and only keep the unique entities and relations. 

[0, 2999] for diagnoses, [3000, 5999] for procedure, [6000, 8999] for med

MIMIC Knowledge Graph
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 Experiment Setting

Train/test split: 0.8/0.2 dropout rate: 0.2

Evaluation: Recall@N,

diffusion steps: 60 epochs: 50

NDCG@N as top-N recommendation metrics, N=20

Baseline: GNN-based KG-enhanced: KGCN, KGAT, KGIN

Other generative models: multiVAE, CDAE, DiffRec

Experiment
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 Q1: How does the performance of our proposed model compare to a diverse range of state-of-the-art models?

Result
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 Compare with more baseline models

 Ablation study on different collaborative filtering method: MFBPR, LightGCN, SGL 

https://arxiv.org/pdf/2401.06982

 Ablation study on different noise scheduler method

 Incorporate with LLM for actual user input and provide denoised recommendation

 Efficient denoising strategy

 Visualization and comparison
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Future Works
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