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Intro to Artificial Intelligence
The human brain is an exquisite specimen of nature’s evolutions to perfection.  Nowhere in nature does a more unbelievable entity exist than what is present in each human.  This essential organ is responsible for all bodily and mental functions that neuroscientists and psychologist are learning more and more about each day.  Can something so flawless be created?  The quest for knowledge about the way the world works and operates leads computer scientists to strive and mimic the brain.  This paper is dedicated to realistically look and offer ideas to comparatively simulate the functions of the brain.  First, we will examine the physical correlations that would be faced when attempting to mimic the human brain with a computer counterpart.
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For artificial intelligent systems to aspire to the human counterpart, they must first know the limitations of which to need to be addressed.  The driving force of all electronic systems is electricity that runs at different voltage.  The voltage can be imagined as what pushes electrons through a circuit, the harder you push, the more the voltage increases.  With having high voltage, the electrons may be able to leave the circuit and travel through insulation.  There is a balance that must be maintained.  Once a volt goes small, the more influenced it is by “noise.”  In humans, the nerves that send electric signals are on the scale of the millivolt range, or a few thousands of a volt. (Raskin)  When looking at the neural network that transfers electrochemical messages, we can view a layer of fat around the axon.  This, called myelin, is the equivalent of the insulation that surrounds electrical wiring.  This is visible in the diagram to the right by How Stuff Works, HSW.  


The voltages that are in today’s computer chips run roughly in the range of 3 to 5.  A thing that is a problem with processors is the distribution of heat; whereas the brain is surrounded by fluids that act like a natural coolant.  By lowering the voltage, we alleviate this problem.  As for cooling the miniature processors, the University of Purdue is developing new and inventive ways of dealing with future generations of microprocessors.  They integrate miniature pumps, about 100 microns wide, entirely on the chip.  Purdue’s news site explains the process as, “this pumping action is created by a phenomenon called electro-hydrodynamics, which uses the interactions of ions and electric fields to cause fluid to flow.  ‘Engineers have been using electro-hydrodynamics to move fluids with electric fields for a long time, but it's unusual to be able to do this on the micro-scale as we have demonstrated,’ Garimella said.”  
Since we are talking about such miniature mechanisms, we might have to rely on a completely abnormal way of thinking.  The typical logical gates that are used in computing today are measured in the millimeters; the concept of quantum computation is attempting to make logic gates with atoms (on the scale of one thousandth of a millimeter).  When dealing on the atomic scale, the rules of traditional physics are sometimes blurred and the rules that must be obeyed are called quantum mechanics.  The classical way of representing bits is the true, or false, or 1 and 0.  The electrons form a wave determining the probability of where a particle will be.  This is where super positioning comes in.  Wikipedia and Quantiki help explain that the superposition principle is the addition of the amplitudes of waves from interference. In quantum mechanics it is the amplitudes of wave functions, or state vectors, that add. It occurs when an object simultaneously "possesses" two or more values for an observable quantity.
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Now with the ability of superpositions, there is the capability for a “qubit” to be at both state 0 and state 1.  Any classical register composed of three bits can store in a given moment of time only one out of eight different numbers. A quantum register composed of three “qubits” can store in a given moment of time all eight numbers in a quantum superposition.  Thus quantum computers can perform many different calculations in parallel: a system with n qubits can perform 2n calculations at once! This has impact on the execution time and memory required in the process of computation and determines the efficiency of algorithms.  This is allowing more computational power with small space, helping to bridge the large gap.
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Moving onto the areas of the brain, this will help us decide how to break an artificial brain into sections.  The brain is made of highly specified areas, each able to communicate with other area specific parts of the brain, as well as the parts of the body it is to control.  There are 6 distinct areas of the brain.  Over the millions of years of evolution, nature is perfecting how the brain is to be designed, and it would be well advised that a mechanism to simulate it would be drafted similarly.  Starting with the brainstem, we devise all we need to continue to exist.  This part of the brain is made of the Midbrain, Pons, and Medulla Oblongata.  These control the automatic and unconscious functions that the body need to stay alive, such as heart rate regulation, blood pressure, and breathing.  The spinal cord is just an extension of the brainstem and a conduit for sensory and motor pathways.  There is no wonder why this is located where it is.  Being close to body, it is able to react to stimuli quickly without having to interact with the rest of the brain.  The equivalent of this part of the brain would have to be the CMOS RAM.  The CMOS contains all the information your computer needs when booting up.  This information is required for the system’s BIOS in order for correct startup so it can communicate with the rest of the machine.  In our AI example, we would need a master location that is used to represent the brainstem.  Like the CMOS, it must contain the basic information that the computer will need to know on the lowest level.  This is not an area that will be doing a lot of “thinking,” but to decide what information is distributed where and what immediate, involuntary reflexes are simulated.  Such as if the machines were to start overheating to dangerous levels, this part of the computer would kick in and start shutting down unnecessary areas, or power down altogether.  With the underlying function of the machine now in place, we can start focusing on the areas that take, store, and send information.

Moving from the brainstem to the cerebellum, we view the section of the brain that is responsible for movement.  This section is the location that is responsible for balance and muscle coordination.  It receives sensory input from the spinal cord, motor input from the cortex and basal ganglia and position information from the vestibular system. The cerebellum then integrates this information and influences outgoing motor pathways from the brain to coordinate movements. To demonstrate this, reach out and touch a point in front of you, such as the computer monitor -- your hand makes one smooth motion. If your cerebellum were damaged, that same motion would be very jerky, as your cortex initiated a series of small muscle contractions to home in on the target point. The cerebellum may also be involved in language (fine muscle contractions of the lips and larynx), as well as other cognitive functions. (HSW)  This part the robotic equivalent would receive the instructions and move the appropriate extension.  It will then have to monitor the movements to prevent problems that may arise.  Such as unknown forces that would be acting detrimental to the movement, or part.  

Now, traversing up the back of the brain, we hit the occipital lobe.  The medical site, While You are Waiting… (Waiting), defines this lobes as the “region in the back of the brain which processes visual information. Not only is the occipital lobe mainly responsible for visual reception, it also contains association areas that help in the visual recognition of shapes and colors. Damage to this lobe can cause visual deficits.”  This is an extremely important in the role of the computer and human.  It is important that this section has the ability to function correctly.  It is in this section of the computer that will receive information from the sensors of the environment and distinguish different object.  
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A very important article written by Hans Moravec, entitled “When will computer hardware match the human brain?” delves on this subject.  His formula, through extensive research, translates for every instruction that a human brain does in vision recognition of deriving a single edge or motion detection, a computer runs through a hundred lines of code.   When talking about such large numbers of executed code, one must talk in the millions (million instructions per second).  As a scale, 1 MIPS can track a white line or track on a mottled background, 100 MIPS can follow moderately unpredictable roads like NAVLAB trips has and 10,000 MIPS can find 3-D objects in a clutter.  Overall the retina of the eye can process about 10 MIPS; therefore a computer must be able to perform 1,000 MIPS.  Comparing the size of the retina to the total size of the brain, 1500 cubic centimeters, and one could conclude that a human brain may run a total of roughly 100 million MIPS of computer power.  At the time of Deep Blue’s victory of chess champion Garry Kasparov, the computer had a speed equivalent to 3 million MIPS.  So that computer is a thirtieth of the total potential power of the human mind.  As you can see by the diagram from Moravec’s paper, he lists the potential of a few living things and the corresponding speed at which they should be able to process them.
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Another article by MIT News has Pawan Sinha relating the way computers should take a cue from human perception through contextual evidence.  He says, “the neural circuitry in the human brain can use context to compensate for extreme levels of image degradations."  In computers now, once an image has any level of distortion, the ability for the computer recognition system to distinguish the objects degrades terribly.  MIT is performing research into taking the context of the object as a whole, to better recognize the individual parts.

The parietal lobe contains the location of the somatosensory input.  The American Heritage® Stedman's Medical Dictionary defines somatosensory as: of or relating to the perception of sensory stimuli from the skin and internal organs.  Fibers from the spinal cord are dispersed throughout this lobe by the thalamus.  It is from these connections that a sort of map is produced, representing the body’s surface.  The pictures are illustrations of the homunculus with its association of the amount of sensory neural connections that it contains from that location of the body, not of the physical size of that part of the body.  As for the computer, this area needs much more research that there currently is.  Making a computer touch and understand texture, weight, minute variations in pressure, temperature changes and to detect barely perceptible vibrations that are noticeable by humans can be a daunting task.   


Moving from a comparatively unresearched topic to one that is the basis of computing, the temporal lobe has many roles.  Within this section of the brain, tasks of auditory reception, sorting new information, short-term memory, visual memory, and verbal memory are located.  With so much information being processed, it would be reasonable to want to split this part of the brain into different systems of a computer, as opposed to one overburdened system.  Starting with auditory reception, there is a lot of research done in this field, and there are already great programs out there for this specific thing.  We can install on our own computers software that converts audible voices to written text.  It is just a matter of deciding what was said, is what was recorded by the software and wasn’t gibberish.  As for the sorting new information, this assignment is going to be imperative for a “learning” computer to educate itself.  Professor Pei Wang has done some study in this field and has written papers on the subject.  He has come up with ways of creating a non-monotonic way of deciding, and giving a numerical rating, confidence.  He takes formal logic and merges it with the assumption of insufficient knowledge of the data.  His approach deals with the information that has been passed and making assumptions that can be made with them.  With his model, the computer must also determine what information that it has been told can be given exceptional confidence.  For example, health related information from a credible doctor would boost his likelihood of being correct, rather than someone not in the field of medicine.  Therefore, being able to alter information for the positive, and being able to weed out the data that has low enough confidence, or has been deemed as faulty, to be removed from the system.  

Finally, we are brought to the frontal lobe.  This section of the brain is used to control one’s emotions, behavior, planning, concentration, voluntary movement, speech, organizing and problem solving.  Just like the speech to text, there are plenty of speech engines that will make audible speech from words.  This technology is nothing new.  As for concentrations, this can be done with create priority queues that determine what problems should take high focus, or more computing power.  The notion of emotions is intriguing in this topic.  Should, if we create a robot similar to humans in all aspects, it be able to have a “personality.”  Instead of a lifeless, stoic, cold machine, should we incorporate some type of personal identity that allows it to display all emotions like happiness, sadness, anger and jealousy, or just positive qualities?  I believe we should have an equivalent to sleep.  Not necessarily the same, but a way for the brain to play catch-up.  Take all the information that it has learned throughout the day and organize it and remove the junk.  Also, this will be a type of cool down period that allows the processors that have accumulated heat to have a chance to reduce its workload.  
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