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Combining Emotions and Machines
Throughout, the last decade there have been many advancements in the field of Artificial Intelligence (AI). Scientists in this field have done amazing things to make people believe that a computer can have intelligence. However, one concept that they have not been able to master has been making robots “feel”. Yes, many of these AI robots can think like a human, but the real challenge for AI scientist is making them “feel” like they are human. So the question I am asking here is can we build a computer with emotions?


Before, we look any further into this question, let us first define emotions. “Some define emotions as physiological changes caused in our body, while the others treat it as purely an intellectual thought process (Vesterinen, 2.1)”. Now if the latter definition is true, then wouldn’t it make sense to state that for a machine to truly be intelligent it must have emotions? Better yet, can we consider a machine without emotion to be intelligent? It is true that scientist have developed machines that can learn, but does it really mean they are intelligent? There is a distinct line between learning and intelligence. Humans are intelligent, which gives us the ability to think and learn, but is it really the ability to think and learn that makes us intelligent? I think it’s a little bit more than that. Do you really think that it’s just a coincidence that people, the most intelligent beings on Earth are also the most emotional? Our emotions teach us things that no one could ever learn. When someone close to you passes away you cry, but no one ever taught you to cry. So why do you cry? Could you really teach someone to cry? You understand why you are crying, but you never learned to cry. A simple definition for intelligence is the ability to understand. You can explain to a computer why you are crying and the computer will learn that when somebody close to you dies you are supposed to cry, but the computer will never really understand why. That is unless it has emotions. 

It didn’t take long for many scientists to believe in this idea. Unfortunately, none of them have been completely successful in building these emotional machines. However, they have taken great strides in the right direction. There are a large number of theories proposed on the matter of connecting emotions with machines. Below I will explain the ones that I consider the most interesting and influential to the AI field.


In 1979, Dutch psychologist Nico Frijda stated that, “the word emotion does not refer to a natural class and that it is not able to refer to a well-defined class of phenomena which are clearly distinguishable from other mental and behaviour events” (Ruebenstrunk, 6). With this idea in mind Frijda began to write his theory on emotions. Frijda’s theory is based on a person’s “concern”. “Concerns produce goals and preferences for a person, or a system and when we have a problem with these concerns, emotions develop” (Ruebenstrunk, 6). 

His theory is broken up into 6 different emotional characteristics. The first one is “concern relevance detection”. This characteristic is used to teach the system information about the environment and the system itself. I would consider this to be the equivalence of a person’s awareness. The next characteristic is “appraisal,” which stimulates the system when a concern is detected. Appraisal has two sub processes “relevance appraisal” and “context appraisal.” If the appraisal stimulation is strong enough, the “control precedence,” the third characteristic, causes affects to the behavior of the system. This will trigger the “action readiness changes,” which are changes related to the actions of the system. The fifth characteristic, “regulation,” regulates the system to keep it under some kind of control. The final characteristic is the “social nature of the environment.” This ensures that the system is operating in a social environment. To get an even better understanding of Frijda’s system take a look at the computer model below.

Besides these characteristics, Frijda believed an emotional system must also have the following elements. Like I stated earlier, first and most importantly is concern. Next is “action repertoire,” which was used to make the machine develop new plans. There is also the “appraisal mechanism” that connects events and concerns of the machine. There is an “analyzer” that observes incoming information and a “comparator” that tests all the information on the relevance of the concern of the machine. Then there is a “diagnoser,” which checks the iformation for action-relevant references, and comes up with an appraisal profile. The “evaluator” evaluates the results of the “comparator” and the “diagnoser” and comes up with a control precedence signal. This signal is used to decide which action to perform. This leads us to the last two the “action proposer” and the “actor.” The “action proposer” prepares the action that the evaluator has suggested and the “actor” produces the action. According to Frijda, all the components are necessary for an emotion to be performed.
Frijda used his own models and theories to develop computer models like ACRES. “ACRES is an operator-machine interaction involving the task of executing a knowledge manipulation task” (Sloman, 4). ACRES responds emotionally when one of its concerns is stimulated. Concerns are stimulated by inputs by the user to the system. The best part about models like ACRES was that it allowed Frijda to get a better understanding of his own emotion theory, allowing him to refine it.
The next theory we will look at was proposed by Ira J. Roseman. Although he first proposed this theory in 1979, to this day, he continues to find ways to improve on it. Like Frijda, Roseman’s theory on emotions was an appraisal theory. “The aim of an appraisal theory in the psychology of emotion is to identify the features of the emotion-eliciting situation that lead to the production of one emotion rather than another” (Griffiths, 1).

Roseman’s resources for writing his original theory were hundreds of written repots of emotional experiences. Unlike Frijda’s, Roseman’s theory not only explains how an emotion arises, but also which one. Frijda does list a number of possible emotions, but his system doesn’t indicate which one is performed. 
Roseman’s theory is broken up into 5 cognitive dimensions. The first dimension states whether or not the emotion is positive or negative. This dimension basically checks if the emotion is favorable or not. The second dimension has the states “situation present” and “situation absent.” If the situation and the state of the person are in union then we have a present situation. However, if the situation and the state of the person are in disagreement then we have an absent situation. The third dimension tests the certainty of an event. The two states are called “certain” and “uncertain,” respectively. The next two states are “deserved” and “undeserved.” Obviously, the state of this dimension depends on whether or not the person feels he deserves the event. Finally, the last dimension states the origin of the event. This is either “others” or “oneself.” Any combination of these events will produce a different emotion, which can be shown in one of Roseman’s tables. The original theory produces 13 unique emotions.     
    Unfortunately, tests to Roseman’s model did not produce the results he was looking for. So by 1984, he presented the second version of his theory. The first change was in the second dimension where “motive consistent” and “motive inconsistent” were included. If the first dimension was positive then motive consistent was applied, and if the first dimension was negative motive inconsistent was applied. Also, present and absent were completely removed from the system and replaced with “appetitive” and “aversive.” An appetitive state would give a desirable feeling, while an aversive state would give an undesirable feeling. This improves on the connection between the first and second dimensions. Roseman didn’t replace anything for the third dimension, but added the “unknown” state. This was added because Roseman was having trouble including the emotion of surprise. Lastly, Roseman changed the fourth dimension from “deserved” and “undeserved” to “strong” and “weak.” This was supposed to better reflect on the person’s feeling about himself during a certain situation. If it was a positive feeling the person would feel strong and if it was a negative feeling the person would feel weak.
Once again, testing proved that this model also had its flaws, so he began making more changes. The third version was submitted in 1996. First, the newly added “unknown” was replaced with “unexpected.” To me this seems irrelevant, but Roseman felt that unexpected was a more suitable word to define the element of surprise. Also, the fourth dimension was now again changed to “high” and “low” instead of “strong” and “weak.” Roseman changed this dimension for the same reason he changed “unknown” to “unexpected.” He just felt that when you feel good about yourself you could feel strong, but you always feel “high” and when you feel bad about yourself you could feel weak, but you always feel “low.” Now, the most important change Roseman made to this third model was adding an entirely new dimension with the states “non-characteristic” and “characteristic.” This dimension was solely meant to differentiate between two negative emotions, frustration and abhorrence. If the negative emotion is caused naturally by the person it is abhorrence, but if it is cause by some inhibiting factor to the person it is frustration.

This model has yet to be fully tested, so we are not sure if it is complete, but my guess is no. Roseman made some good strides in the right direction, but there are still a number of inconsistencies in the system. The most notable problem I can see is that you cannot have two states from the same dimension at the same time, but this can happen in real life. For instance, a person can have both negative and positive feelings at the same time, but Roseman’s system cannot show that. I think the problem with Roseman’s theories is he is trying to make a simple system for a much more complicated idea. Although the theory isn’t perfect there are many AI scientists who have used his concept to build emotional machines. The most notable is Dryer’s model BORIS, which actually uses Roseman’s original theory. “BORIS is a natural language understanding program which has the capability to understand characters’ emotional states and can infer an emotional state from the text of a story” (Griffiths, 3).    

Probably the most well-known and often implemented theory on adding emotions to machines is the theory of Ortony, Clore, and Collins (OCC). The reason for this is most likely because unlike Frijda and Roseman, these three people developed this theory with the sole purpose of using it in computers. “The theory assumes that emotions develop as a consequence of certain cognitions and interpretations. Therefore it exclusively concentrates on the cognitive elicitors of emotions” (Ruebenstrunk, 1). According to the OCC model, the three features that determine these cognitions are events, agents, and objects. Using these features we can better explain how emotions are formed. Consequences of an event cause pleasure or displeasure, actions of an agent can cause approval or disapproval, and features of an object can cause likes or dislikes. These ideas are the basis for the OCC model. From this basis we can formulate numerous emotions. The model below shows all of these emotions and how they are reached. 

[image: image1.emf]

Besides just defining emotions, the OCC model also defines a way to show the intensity of each emotion. The three central intensity variables directly correspond to the three features that determine cognition. Desirability is associated with events, Praiseworthiness is associated with agents, and appeal is associated with objects. Besides these variables, the model has a number of global and local intensity variables. Each variable is given an original value, a weight, and a threshold value. The threshold value is very important as an emotion is only felt if the threshold value is surpassed. So basically, this value decides whether or not an emotion is produced. Although the OCC model does not define every emotion, it claims that it can be done. Essentially, this model lays out the guidelines for building a very complex, but complete emotional machine.

All three of these theories are very intriguing and more importantly beneficial to the implementation of emotions into machines. However, none of them completely achieve this goals, as they all have there flaws. It would be comical to think that I would be able to come up with a better idea for uniting emotions and machines than those of the scientists and professors who spent the better part of their lives studying the matter. However, I would like to take this opportunity to express my opinions and offer my suggestions on the matter.


Now if I were to design a theory on emotions I would definitely start out by breaking up the emotions into two different sections: negative emotions and the positive emotions. This is similar to the first dimension of Roseman’s theory. A positive emotion would be one that makes you feel good, while a negative emotion is one that makes you feel bad. It makes perfect sense to do this because since there is never an overlapping between the traits of positive and negative emotions, they should immediately be separated. For example, there is no negative emotion that will make you want to smile. The next logical division would be the known and unkown. This separates all the negative emotions into negative emotions that are known and negative emotions that are unknown. The same goes for the positive side. Examples of a negative unknown emotion would be fear or worry. These emotions are negative, but also bring an element of unknowingness for the future. These differ from known negative emotions like hate and anger where there is no room for questions. Accordingly, unknown positive emotions would be hope and desire, while known positive emotions would be joy and love. After these two divisions, I will take a page out of the OCC model by making intensity the next and final emotion. The intensity of an emotion should theoretically separate the remaining emotions. Some examples of this would be the difference between sadness and anger, contentness and happiness, or worry and fear. When an angry person’s intensity drops, it will usually lead to sadness, or when a person’s sadness increases it usually leads to anger. The same is considered true for contentness and happiness, or worry and fear. However, there is also an intensity for each individual emotion. For example, most people only cry when they are at the height of there sadness. Therefore, the last level of my design will be the intensity of each emotion. A sketchy idea of my design is shown below.
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Now that I have my design, the next question would be how to implement it into a machine. Although, as I previously stated, this task is too complex for me to complete, so all I can do is offer some advice. The best way I can see for implementing my emotional design into a machine would be to “teach” it how to feel. I do not believe that you can actually make a machine feel, so logical the next best thing is to teach it what it means to feel. If you can get a machine to learn that it should be sad when someone it “loves” dies then it will imitate the emotion for sadness if this would ever occur. Also, if you teach it to fear guns, then whenever there is a gun around the machine will implement the emotion of fear. After you do this for a while, the machine will start to imitate its own emotions. Being a learning machine, it will start to pick up patterns and make its own assumption on which emotion it should be displaying. For instance, if you teach the machine to be happy whenever it is watching a baseball game, then it might get happy if he sees somebody swinging a bat outside. I am not sure if this idea will exactly work, but I think it’s a pretty good idea. 
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