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Human-Like Robots
     The area of robotics and artificial intelligence has been seen as an area of fascination especially over the last decade. Various strides have been made to incorporate human characteristics into machines. Although progress has been made in different areas, humanoid robots remain unperceptive and task specific. An important aspect of intelligent behavior is the area of Perception an as such this paper will focus on the different strides being made to improve perception in machines and offer more suggestions and solutions to the this important area.
Introduction:

      Robots need to see, touch and feel and thereby come to accurate conclusions on these observations and make necessary judgments. Firstly what is Perception? In psychology and the cognitive sciences, perception is the process of acquiring, interpreting, selecting, and organizing sensory information. Methods of studying perception range from essentially biological or physiological approaches. Perception is very key to intelligent behavior and as such robots need to possess these tools to be able to evolve into the machines we all dream of. A more promising approach is to consider the possibility of multimodal perception involving an active visual component, along with touch sensors and probing actions using “proprioceptive” information.  In offering proffer solutions to the issue of perception in robotics, we have to look at the strides being made in this area. Paul Fitzpatrick of the MIT Artificial intelligence laboratory has divided Perception in Robots into 3 main parts; Active Perception, Developmental Perception and Interpersonal Perception. In my words Active perception refers to seeing everything and storing it. Developmental Perception refers to using the stored information as experience and learning from it. This is used to improve perception. Interpersonal Perception refers to perceptiveness guided by external agents. Examples include how long and how wide the object, how big or how small, how small or how hard, mobile or immobile. These and others will we be looking at in this paper.
     Active Perception: This fundamentally is a combination of moving cameras and sensors. This is basically the use of motor skills to identifying objects. The first phase of this is seeing everything. On seeing everything, the robots can now start probing actions and thereby learn from response. According to Fitzpatrick, active perception coupled with a developmental framework could allow a robot’s experience to expand outward from its sensors into its environment and outward to unfamiliar territory and other actors that encounter the same objects. Fitzpatrick used an experimental robot named cog to perform simple probing techniques and came up with the diagram below. The image processing used in Cog relies only on the ability to fixate the robots gaze in the direction of its arm. This co-ordination is achieved either through hard-wiring or through learning. With the poking experiment conducted by Fitzpatrick, the motion signature generated by the impact of the arm with the object simplifies and differentiated the object from its background.
[image: image1.emf]
Developmental Perception:  In the active perception section, the robot could successfully differentiate between an object and its environment by simply poking or touching the particular object. Now Fitzpatrick highlighted developmental Perception as a combination of multiple views of an object to determine what exactly the object might be. In addition to this a five fingered robotic hand with sensors could also determine the depth and shape of objects. Because of the mobility of the thumb and the grasping technique of a robotic hand, just like the human hand, shapes and sizes could be approximated more accurately.
[image: image2.emf]   [image: image3.emf]
As can be seen in figure 3 above, a five fingered robotic hand can more accurately learn and develop much more than just a poking mechanism. An additional feature might be the inclusion of small bit sensors which determine the resistance or suppleness of the object being examined. All this information is stored in the memory bank or control architecture of the robot’s mainframe and applied to other objects being seen or being scrutinized. 
Possibility?: A specific methodology that sounded quite interesting for figure/ground separation was the use of contour lines like those similar to the ones used in maps to separate figures with backgrounds. On locating the object from the top view, the space occupied by the figure is isolated. To then determine the size or texture of the object, special lights is sent to the object just as radars used to detect planes or flying objects. These lights reflect back at particular wavelengths depending on the material of the object. This would give a rough estimate of the size of the object and its resistance to some extent. 

[image: image4.emf][image: image5.emf]
As can be seen above the robots isolates the space in which the object occupies by drawing a boundary. The isolated space is them matched against contour lines used in maps. Each contour line represents a distance from the previous contour line which in turn represents a distance from the ground. The contour lines with particular keys in distance would then give a somewhat accurate depth of the object. 
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As can be seen in the above diagram, the reflected ray is collected by sensors in the robots scan, this can be plotted to fine the approximate size of an object.

Progress Methodology: One of the ultimate goals of perception is to achieve depth perception. How are 2 dimensional images transformed into 3 dimensional perception? According to Junji Yamato of MIT University, a theoretical approach called cue explains the mechanism. He highlights that the cue approach looks for connections between stimuli and the environment; the images these stimuli create on the retina constitute the perception of depth. That is perception when it comes to infant humans. This method can be partially applied to robots as well. Now a methodology I Came up with could be applied. Different camera angle shots could be compiled by the robot. For example in the diagram below
[image: image7.emf]
The different camera angle shots forms a mosaic of objects, which allow the robots to visualize the length, breadth and depth of different objects. This in turn is now fed into the image building bank of the robot’s memory. Angles are combined to give it a rough 3- dimensional estimate. As can be seen above as well in the lower picture, these mosaics of objects can also be used as a process for motion detection. Such will not be looked at in this paper but it is interesting to think about.
Interpersonal Perception:

     This includes tracking and knowing the environment and also relationship learning from its environment. It is currently unreasonable to assume a robot will comprehend the flow of interaction in its environment without help. “Unaided Segmentation of activity is a very challenging problem (Goldberg and Mataric, 1999). Human interaction with the machine can greatly simplify learning for the robot. Collaborative efforts between human and robot can immensely expand the learning curve of the robot. An experiment conducted by Fitzpatrick was the keeping track of locations experiment in which a small car is present on the table in front of the robot, the robot then turns away from that location , the human quickly takes the toy away and the robot looks back and the target is gone. It then reappears almost immediately and it is thus detected. This behavior coupled with object tracking forms the basics of the representation of the robot’s workspace.

 [image: image8.emf]
This experiment allowed the robot to track its environment which includes objects and still life.

Possibility? One methodology I thought about which had to do with keeping track of the robots environment was a 3-D analysis of its environment using multi sensor fusion. A replica of that 3-D environment is then stored and analyzed in its banks. With a 3-D representation of its environment, it would be easier to keep track of events and objects both still and in transit.
Humans A special Case:

     Of course, humans should be a special case when it comes to detection by robots. I came across an experiment by Chuck Thorpe of Carnegie Mellon University in which they used commercially viable stereo systems to give 3-D information. They then segment the scene into 3-D blobs which are then used for obstacle detection. Then for each blob they look at the size and shape if the shape could be a human, they then used the blob as an initial segmentation in the original gray-scale image. The region segmented is then examined if it could be a human.
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                               (Human Detection, chuck Thorpe, Oliver Clatz)
Possibility: Although interesting a much more complex diagram should be employed when identifying humans and infact living things and animals in general. An interesting methodology human detection is segmented against a 3-d human diagram or a 3-d animal diagram. This methodology could more accurately determine what kind of living animal the particular living thing is.
     Another way of improving human detection is the use of sensory mechanism that senses the infrared radiation that emits from a warm body. A sensory equipment called the Eltec 442-3 is an example of an equipment that makes this possible when implemented in robots. This works on the principle that the radiation emitted from a human or a mammal is in a widely different range of the spectrum than the IR sensors and the LEDs used for obstacle detection. Interference or convergence between the 2 sensors is not an issue. Although with this device motion is usually needed as it cannot really detect the heat signature of an animal from afar. On detecting the particular heat signature of the object that passed by coupled with the image and process above, we get a step closer to accurate human detection.
Conclusion:

     In making Robots more human like, perception is an ultimate goal that has to be reached. We have seen the ambiguities relating to the figure/ground separation. We have also seen detections of humans as a special case. These ideas although almost entirely theoretical and experimentation, further experiments will eventually yield outcomes Solving the perception challenge would take a lot of novelty, new methodologies, new fusion systems and new ways of getting the view into fruition. This paper presented but a few of those challenges and proffer solutions. Although many of these are not proven, continuous experimentation will undoubtedly yield results. One of these ideas presented might or might not solve together. A fusion of these ideas? Maybe. The ultimate question still remains; will these machines in the end be able to perceive like us? Well let us wait and see.
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