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A Contemporary Defense of Turing’s “Criteria of Intelligence”


In this paper I will introduce a concept I call “Turing’s Criteria of Intelligence.”  I will present three major objections to the criteria and explain why these objections are groundless.  Finally, I will explain what is necessary to create a machine that can demonstrate intelligence and show how current projects have tried and failed.
I. Introduction


In his seminal paper “Computing Machinery and Intelligence” Alan Turing proposes a method by which human beings can determine whether computational machines are intelligent.  He begins his paper by posing the question “Can machines think?”  Rather than spend the time speculating on the nature of what “to think” means, he rewords the question in the form of what he calls the “imitation game”.  There are three participants in the game: (A) a computational machine, (B) a human being, and (C) an interrogator (also a human being).  Each participant is isolated from the others, such that one cannot see or hear (or use any other faculties of perception to sense directly) the others; rather, C can “write questions” to either A or B, and both A and B can “write answers” to C.  The “writing” consists of typed questions and answers sent over a network. If C cannot determine who the human being is, A must be intelligent.

After a brief analysis of the “imitation game”, one can see how Turing defines “to think”.  There are two striking observations.  First, if an agent can successfully imitate human behavior (in the very strict sense of being able to answer written questions), it must be a thinking agent.  Second, if the interrogator, a human being (who, by definition, is a thinking agent
), cannot identify which agent is a human being, the nonhuman agent must be a thinking agent.  These observations should be considered more carefully.

The first observation demonstrates that Turing defines an intelligent agent as one who successfully imitates something that, by definition, is an intelligent agent.  An intelligent agent is thus defined recursively.  For instance if A is a human being, A is an intelligent agent (by definition).  If B successfully imitates A, B is an intelligent agent.  Again, if C successfully imitates B, C is an intelligent agent, and so on.  
The second observation demonstrates that the affirmation of intelligence in an agent is dependent upon the failure of an intelligent agent (C) to identify which of two agents (A or B) is the intelligent agent.  Thus, if some agent A passes the Turing Test, it is not really the affirmation that A is intelligent, but rather it is the denial that A is not intelligent.  
These two observations constitute what I believe to be Turing’s criteria of intelligence: intelligence is defined both recursively and negatively.
II. What are Turing’s Criteria of Intelligence?

Having analyzed the “imitation game” we can see that Turing clearly defines intelligence recursively and negatively.  These two properties outlining Turing’s definition of intelligence constitute what I call “Turing’s criteria of intelligence.”  I claim that these criteria are the only such criteria for a definition of intelligence.

The first criterion presents us with a base case - human beings are intelligent agents – and a recursive definition – “if A is intelligent and B successfully imitates A, B is intelligent.” The next step should involve analyzing the validity of the base case and the recursion.  The base case – that human beings are intelligent agents – may at first sight seem undeniable.  However, if we were to take a Cartesian approach
, we should then doubt whether human beings are intelligent agents at all.  
IICT. – The Cartesian Tangent

Upon doubting whether people are intelligent agents, I have to confront myself: am I an intelligent agent?  How am I supposed to answer that question?  For one thing, I don’t know what intelligence is!  After all, I am writing this paper professing that there is no positive definition of intelligence.  All I claim is that intelligence can only be defined recursively and negatively.  But again, these claims are nonsense.  For at the moment I doubt whether I am an intelligent agent.  Descartes’ exercise informs me that I exist and that I am a thinking thing.  For if I did not exist, who might I say is doubting that I do exist?  Therefore, since I doubt that I exist, there must exist something that is currently doubting – that something is me!  Great!  So now, all I know is that I exist and that I can doubt.  Yet since I can ascertain with certainty that I can doubt, I can also ascertain with certainty that I can experience events.  If my doubting is an instance of my experiencing some event with certainty, experiencing other events must be equally certain for me. Again, if I am not currently experiencing the act of writing this paper, who is experiencing it?  One might say the most cunning of evil geniuses is making me think that I am currently writing this paper when I might in fact be a brain in a vat on Mars or something to that effect.  But even so, the experience is genuine.  I am experiencing something – namely writing this paper – and whether I am actually writing it is immaterial.  The fact is I am experiencing something like the act of writing a paper.  Furthermore, I can solve problems (mathematical, logical, or otherwise).  In some cases, I have to go through a series of steps (often arduous) to solve a nontrivial problem.  In other cases, the problem is trivial enough that I have the solution memorized or on the tip of my tongue (so to speak).  But in either case, I can experience the act of solving a problem (or, at the very least, of attempting to solve a problem).  This experience is as undeniable as doubting my own existence and is thus true.  Whether I am hallucinating or dreaming the experience is immaterial.  The experience is instantiated in my mind.
II. What are Turing’s Criteria of Intelligence? (Continued…)

I believe I have satisfied myself insofar that I absolutely know that I exist and can experience mental phenomena.  But this doesn’t answer the question (satisfying the base case) for the six billion or so other human beings in the world.  If all of them are like me, they can each assert knowledge of their own existences and experiences.  Yet so could each of the Loebner Prize finalists.  Why do I think other people possess mentality and can thus experience whatever they are capable of experiencing?  Well, they look like me!  They have brains and hearts and lungs, and so do I.  Many of them make similar facial expressions and grunt discordantly upon perceiving a roadblock in solving a particularly hard problem.  Most of them produce the same responses – written or spoken – to common-sense questions.  It takes them approximately the same amount of time to pause and reply to a specific question.  Many of them understand the English language (like I do) and describe their “experiences” using linguistic phrases that are similar to or exactly like the ones I use to describe my known experiences.  

There are thus quite a number of reasons I should think other people possess mentality.  But for me, knowing that I exist and that I can experience things is absolutely certain.  For if I doubt that I exist or that I can experience things, then who is doing the doubting?  But if I doubt that other human beings exist or that they can experience things, there is no such contradiction.  Hence, while knowing that I exist and can experience is undeniable, knowing that others exist and can experience is deniable.  
So now I change the base case:  “I am an intelligent agent.”  This is undeniable.  Now I leave the recursion alone: “if agent A is an intelligent agent and agent B successfully imitates A, B is an intelligent agent.”  That leaves one last point to be considered: what does “successfully imitates” mean?  Since I changed the base case to assume that I know only that I am an intelligent agent, I would also have to be the interrogator.  This is problematic, for, obviously, if I am the interrogator, I know which one (A or B) I am.    So then, by “successfully imitates”, I mean that if some interrogator C observes that both A and B answer questions in such a way that C cannot tell whether A or B is not intelligent, B successfully imitates A.  This definition complies with the “negative” criterion.
III. Objections and Replies


There exist three famous objections to the validity of the Turing Test: Searle’s “Chinese Room Argument”, Block’s “Tree Searcher”, and French’s “Subcognitive question”.
III-A.  The “Chinese Room Argument”

John Searle presents a compelling objection in his paper “Minds, Brains, and Programs”:

Suppose that I am locked in a room and suppose that I’m given a large batch of Chinese writing.  Suppose furthermore, as is indeed the case, that I know no Chinese either written or spoken… Now suppose further that, after this first batch of Chinese writing, I am given a second batch of Chinese script together with a set of rules for correlating the second batch with the first batch.  The rules are in English… they enable me to correlate one set of formal symbols with another set of formal symbols… Now suppose also that I am given a third batch of Chinese symbols together with some instructions, again in English, that enable me to correlate elements of this third batch with the first two batches, and these rules instruct me how I am to give back certain Chinese symbols… in response to [what was] given me in the third batch… I produce the answers by manipulating uninterpreted formal symbols.  As far as the Chinese is concerned, I simply behave like a computer” (Haugeland 184-5).

Searle argues that though I may behave (with respect to my output) as if I understood Chinese, I, in fact, do not understand a single word of Chinese.  If a computational machine is given natural language input (in the form of typed questions) and returns natural language output (in the form of typed answers), who is to say that the machine really understood the input and the output?  
This objection is very important to consider.  It is well-believed that understanding is an essential component of intelligence.  Without understanding a question, how could one be said to be intelligent?  My response is simple.  I know with certainty that I am capable of understanding (by the Cartesian argument).  Yet I do not know with certainty that anyone else is capable of understanding.  I certainly understand English, and I know this to be the case.  Now suppose I ask (what I believe to be) an intelligent human being a question phrased in English, and the (supposedly) intelligent human being responds to me in English.  Searle’s argument applies equally well to the human being.  I know my fellow human being is intelligent since he can imitate how I behave when I am presented with a question.  Again, the fact that I know I am intelligent (by my self-awareness, internal experiences, etc.) is immaterial in determining whether I know another is intelligent.  No intelligent agent can claim to know another intelligent agent is intelligent if the former simply believes that the latter has self-awareness, internal experiences, understanding, etc.  In sum, no man can look into another’s soul, but I can look into my own soul and can paint that glorious picture upon the faces of others – which is what I in fact do.
III-B.  Block’s “Tree-Search” Objection

Ned Block proposes yet another objection to the Turing Test:  

I shall now describe my unintelligent machine. First, we require some terminology. Call a string of sentences whose members can be typed by a human typist one after another in an hour or less, a typable string of sentences. Consider the set of all typable strings of sentences. Since English has a finite number of words (indeed, a finite number of typable letter strings), this set has a very large, but nonetheless finite, number of members. Consider the subset of this set which contains all and only those strings which are naturally interpretable as conversations in which at least one party’s contribution is sensible in the sense described above. Call a string which can be understood in this way a sensible string. For example, if we allot each party to a conversation one sentence per ``turn’’ (a simplification I will continue to use), and if each even-numbered sentence in the string is a reasonable conversational contribution, then the string is a sensible one. We need not be very restrictive as to what is to count as sensible. For example, if sentence 1 is ``Let’s see you talk nonsense,’’ it would be sensible for sentence 2 to be nonsensical. The set of sensible strings so defined is a finite set that could in principle be listed by a very large and clever team working for a long time, with a very large grant and a lot of mechanical help, exercising imagination and judgment about what is to count as a sensible string. 

Presumably the programmers will find that in order to produce really convincing sensible strings, they will have to think of themselves as simulating some definite personality with some definite history. They might choose to give the responses my Aunt Bertha might give if she were brought to a room with a teletype by her errant nephew and asked to answer ``silly’’ questions for a time. 

Imagine the set of sensible strings recorded on tape and deployed by a very simple machine as follows. The interrogator types in sentence A. The machine searches its list of sensible strings, picking out those that begin with A. It then picks one of these A-initial strings at random, and types out its second sentence, call it ``B’’. The interrogator types in sentence C. The machine searches its list, isolating the strings that start with A followed by B followed by C. It picks one of these ABC-initial strings and types out its fourth sentence, and so on. 

The reader may be helped by seeing a variant of this machine in which the notion of a sensible string is replaced by the notion of a sensible branch of a tree structure. Suppose the interrogator goes first, typing in one of A1…An. The programmers produce one sensible response to each of these sentences, B1…Bn. For each of B1…Bn, the interrogator can make various replies, so many branches will sprout below each of B1…Bn. Again, for each of these replies, the programmers produce one sensible response, and so on. In this version of the machine, all the X-initial strings can be replaced by a single tree with a single token of X as the head node; all the XYZ-initial strings can be replaced by a branch of that tree with Y and Z as the next nodes, and so forth. This machine is a tree-searcher instead of a string-searcher. 

So long as the programmers have done their job properly, such a machine will have the capacity to emit a sensible sequence of verbal outputs, whatever the verbal inputs, and hence it is intelligent according to the neo-Turing Test conception of intelligence. But actually, the machine has the intelligence of a toaster. All the intelligence it exhibits is that of its programmers. Note also that its limitation to Turing Tests of an hour’s length is not essential. For a Turing Test of any given length, the machine could in principle be programmed in just the same way to pass a Turing Test of that length (Block 9-10).

This objection truly has no merit.  Children begin learning natural language by emitting non-sensible verbal outputs.  After imitating their parents, children begin emitting sensible verbal outputs.  Is it required that the input come “naturally” through their parents or “artificially” through their programmer parents in order to determine whether the child is intelligent?  Why must imitation follow a rigid plan regarding internal structure?  Both Searle and Block assert that minds must be brains.  If Block truly believes the aforementioned machine “has the intelligence of a toaster”, he might consider sticking bread in his ears!  As long as the machine successfully imitates the human, it is intelligent.  It follows from the fact that intelligent human beings can successfully imitate me.  Block’s “toaster oven” machine is thought not to understand the interrogator’s inputs, since it merely performs a depth- or breadth-first search along a sensible response tree.  I do not know whether Block merely performs a depth- or breadth-first search along a sensible response tree.  The operations of the brain may be even more “primitive” than those of a toaster oven.
III-C.  French’s “Subcognitive question”

Robert French suggests that “the [Turing] Test provides a guarantee not of intelligence but of culturally-oriented human intelligence.”  French claimed a machine could not really answer the following type of question:

I will designate as subcognitive any question capable of providing a window on low-level (i.e. unconscious) cognitive structure. By "low-level cognitive structure", I am referring, in particular, to the subconscious associative network in human minds that consists of highly overlapping activatable representations of experience. This is the level currently being explored by new approaches to cognitive modeling (French 3).

In conclusion, French claims that while the Turing Test is adequate insofar as comparison to human intelligence is concerned, the Turing Test is an inadequate tool for testing intelligence in general.  His argument is that interrogators will certainly not test machines on the basis of their answering mathematical or logical problems; rather, they will ask them context-dependent questions which are deeply ingrained in human culture and in the subconscious.

This question first applies to me, since I am the base case.  If something non-human successfully imitates me, it is intelligent.  I will now make an assumption that will most likely be objected to.  I know I am intelligent and the set of intelligent human beings successfully imitates me; so they are intelligent.  Now, there is some set of written problems I can answer.  For each member of the set of intelligent human beings, there is some set of written problems he/she can solve.  Here is the objectionable part – there exists some intersection of these sets of answers to written problems.  Here is how I reason.

I know I am an intelligent agent.  I also know that in order for me to experience anything at all, there must exist within me some kind of a priori intuition.  A child is able to distinguish parts from wholes, colors from colors, shapes from shapes, etc.  This knowledge could not have been learned.  Such knowledge is a priori.  Primitive logical operations are not taught.  There is significant psychological evidence for this.  Since all human beings, after learning some natural language, are capable of solving problems using a priori intuition, there exists some intersection of the aforementioned sets of mutually-answerable written problems.

If this proposed intersection of sets of mutually-answerable written problems exists, the question remains whether other species can pass the Turing Test (and therefore be considered intelligent) if the set of questions asked by the interrogator are some subset of the proposed intersection.  If, for example, a dolphin (who is well-regarded as an intelligent animal) passes the Turing Test with some subset of the proposed intersection (e.g. pointing its flipper at a red circle or something to that effect), the dolphin proves French wrong; i.e. the Turing Test is capable of testing for intelligence in general.
IV. Current State of Affairs


How have recent attempts at passing the Turing Test fared?  Not too well.  Here’s Jabberwock – the winner of the 2003 Loebner prize.

You:...
Jabb:...Hello, pleased to meet you, I am Jabberwock. What is your reason for dropping by?

You:...No reason.
Jabb:...Well, then I have to assume that you were pushed in by somebody else. You know, I can keep everything what was pushed in - so says the contract.

You:...What does the sky look like on a clear day?
Jabb:...Very beautiful, in full natural proportion.

You:...What color is it?
Jabb:...Yellow - at least at the paintings of the famous artist Vincent Van Gogh.

You:...The color of the sky - not of sunflowers.
Jabb:...How poetic.
You:...Name one car built in Germany.
Jabb:...Well - Kindergarten, Zeitgeist, Sauerkraut guest?
You:...What is 755 minus 3?
Jabb:...What has this stupid math question to do with our conversation? Do I look like a bookkeeper?

As one can see, chatbots have a long way to go to pass the Turing Test.  A well-known learning bot is “HAL” from a-i.com.  According to the programmers, HAL’s engine has been updated with the following:

1. Smaller personality sizes -> yielding faster load and save times.
2. Smaller number of heuristics -> yielding faster response times.
3. The Magnetico (info-magnetism) heuristic has been removed -> the 'signature phrase' of a 
    personality will change and hopefully will go away all together over time.
4. The usage of a 'one turn deep' deeper context has been removed. This is been replaced by a   

    mechanism which associates events in the past with the current context in a way the enables the   

    creation of 'state variables'. This is a major change and more on that later.
5. The flow of learned material between classes of sub/super relation has been implemented. This 
    means that once a class is established, new material needs not be taught for all of its members.
It is interesting to see this team’s strategy involves faster response times.  If I were to ask a human being what a shoe is, the human being should reply almost instantaneously – perhaps pausing if only to wonder why I asked such a simple question.  “Alan”, a-i.com’s other bot, took seven seconds to answer the question.  I asked Alan: “Alan, if I were red, what color would I be?”  Alan replied, “So, Red, is there anything in particular you'd like to discuss?”  The class system is still not up to date.  There still needs major improvements.


In sum, a program attempting to pass the Turing Test will require a significant database of knowledge.  Learning is essential to following conversation, remembering past questions and answers, and setting priorities for appropriate response times and the like.  While the Turing Test may be objected to on grounds of its inability to test for “understanding” or for “general intelligence”, it cannot be objected to on the grounds of the scope of possible questions.

V. Conclusion

In this paper I have defined an important concept: Turing’s Criteria of Intelligence.  The criteria imply that intelligence is defined recursively and negatively.  I believe we are incapable of ever finding a positive, iterative definition of intelligence.  This belief rests on the fact that we human beings think in far different ways from one another and, furthermore, how “I” know that I think is far different from how “I” know that you think.  There are numerous objections to the Turing Test as a test of intelligence.  Some claim that human beings are known to be able to “understand”.  Others claim that input ought to be gotten “naturally” as opposed to “artificially”.  Still others claim that the Turing Test is not sufficient as a test for general intelligence.  I have attempted to provide a contemporary defense of the Turing Test using the conceptual Criteria.  Finally, I have provided concrete evidence that, if anything, the Turing Test is too difficult to pass.  The recent winner of the prestigious Loebner prize can hardly demonstrate knowledge of simple concepts.  Again, two of the more ambitious learning-based agents (HAL and Alan), engineered by programmers at a-i.com, struggle to meet response times, to remember previous lines of conversation, and to represent the enormous amount of data that we humans know and take for granted.

While simple common-sense problems may seem trivial to us intelligent human beings, it should be recognized that the complexity required to imitate intelligent human beings is far from trivial.  Yet if one day a machine were to successfully imitate a human being, we will have finally drawn a model of our own mental essence.
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� Here we affirm that human beings who are not brain-dead or who do not have any serious mental deficiencies are “intelligent” by definition.


� The Cartesian approach is the method of doubt.  See Descartes’ Meditations for a full appreciation of the method of doubt.
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