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Analysis Of

Certain AI Gaming Topics 
Introduction:

“The capacity to acquire and apply knowledge.”  This is one of the definitions of intelligence given by dictionary.com.  The idea of artificial intelligence is that machine can acquire and apply knowledge.  There are several different topics on AI and they all have interesting/profitable uses in the current commercial world.  The one topic that is currently the most known and used, for a large part of the world, is gaming.  However, what theories for gaming are there, what theories work best for what they are supposed to do?  These are the questions that need to be discussed and analyzed for certain AI gaming theories (all gaming theories that there are would take a much more advanced and longer-term project).  Even though these two questions can be analyzed and discussed in great detail for each single theory, there is another question that needs to be proposed on the whole idea of AI gaming.  That question is whether or not the current AI gaming theories really do appear to be true AI or if they are just advanced rule-based programs.  Looking at the topic of AI gaming, the topics to be discussed will be presented based off of previous theories.  Also, the “problems” of these topics, as well as, whether or not they are AI will be based off of pre-determined ideas as well as my personal beliefs of what these AI topics are.  Out of all the AI gaming topics that are there to be researched, I felt that the one to be focused on was the search-based AI.  Out of the different search-based AI algorithms I will focus on only four gaming search-based theories.  The four that I intend to discuss and analyze (these four do tend to build off of each other and become stronger/better, in my opinion, as we progress through the paper) are Heuristic Search, State-Space search, Production systems, and finally Minimax.  For each of these topics, I hope to analyze and discuss their benefits and their “faults”.
State-Space Search:

A state-space search a simple system that takes possibilities and finds which one(s) will get from an initial state to the final (goal) state.  A state-space search for AI and AI gaming is relatively smaller than a regular search graph.  When a state-space search is created in AI, the initial state is received and so is the goal state.  When the search is begun, it moves the initial state to all possible moves of only one step.  Then it picks the new state that is most like the goal state and follows it down (getting the next one move step) to the goal or until it fails to find a valid state.  This search basically uses the idea of a Depth-First search.  Basically, it finds all states that go from the initial state and see which one gets it to the goal and then it searches the tree/graph to see which state(s) gets the player/computer to final state in the shortest amount of time (Before the opponent gets their).  This is a search that is used in games like chess and tic-tac-toe.  Simply put, first, the AI would move randomly or read in the user’s first move.  Then it will get all the possible moves to be made and see which one will get to the optimal (final) goal the quickest/easiest.  This is a very useful theory for AI but it does indeed have drawbacks.  One of the major drawbacks is that when it chooses a move for a game, it chooses the move the will best suit the current situation.  When humans play a game of tic-tac-toe or chess, they think ahead a few moves and see that the current choice they were going to make may not be the best move for the overall situation.  This limit’s the “AI” of the game to almost luck, the luck of choosing the right step at the beginning that will lead to a win for the AI before running into a failure or a win for the other AI or human player.  Another drawback is that with a chess game, there is a huge amount of moves that can be played (in the first step of the game there are so many pieces that can be moves, all the pawns and the 2 knights), and after the first move is made, the next player has the same amount of moves and so on and so on, the graph would grow very large very quickly.  
Heuristic Search:

The next AI gaming theory is an advancement of State-Space.  Basically, this one is a State-space with something new called a “Heuristic function” placed onto it.  This theory uses a well known computer science idea, the queue.  This, in fact, can use a priority queue which will allow the important data of the game (possible outcomes and positive intermediate steps) to be recorded in order of a rank (putting more important moves before all the other moves that were there).  This makes for a better AI than the state-space search because of the fact that states at a given step will be ranked in terms of importance/productivity.  Although this isn’t exactly 100% better than the state-space search, the idea of being able to rank all possibilities at one step makes the idea of finding the “goal state” seem easier (take less time).  A good example of a heuristic search is to the best-first search or the algorithm “A* Algorithm.”  The best-first search is finds all possibilities at a given step and takes the best current available path based off of what data was placed in the “priority queue.”  The A* algorithm is used for a shortest path problem/game.  To take a mathematical look at this algorithm, we see:  f(n) = g(n) + h(n) where g(n) is the total distance that it has taken to move from the starting position to the current location and where h(n) is the projected distance from the current position (g(n)) to the goal state and f(n) is the sum of the other two and therefore is the currently known shortest path.  The heuristic part of the function is in h(n), which finds the cheapest or shortest path from the current position.  This will find the shortest path at the first step to the second step and continue on through each possible step of the game.  After it finds the shortest paths, it will organize them to get the final shortest path.  The problem with these algorithms is that they still look at the first step and make a judgment off of that state.  They can find the shortest path from the initial to the next step and use that when it may have been a better situation to take another path.  Still with a game like tic-tac-toe or something along those lines (logic games), there is no real shortest path (the goal is known and if a path is chosen to be correct at that step, the next step will not, regularly, destroy the game).  
Production System:

A production system, also called rule-based systems, is an application of predicate logic.  Simply put, there are causes and then effects (if a condition or cause is true or valid, then a corresponding effect/action is preformed).  A production system uses a database of rules, an area of working memory (which will store facts), and something that takes care of the different rules.  This system is also a “non-monotonic” function.  A non-monotonic means, in this case, that data can be added and deleted from the database.  This type of topic is better than the previous two because it can be applied to more types of games (not strictly logics games).  With games like tic-tac-toe and chess, a heuristic search or a state-space search seems productive (out of the topics discussed in this paper).  However, with a game like an RPG (Role-Playing-Game) (in my belief) or something along those lines they appear to fall short of making a strong, and more interesting game.  With a production system, an RPG or other type of game would be much more interesting because when a rule would be used, a whole new set of rules may come out of it.  There could be a lot less rules for a given step than with the other two searches (rules database could grow only based off of what rule was just achieved).  With an RPG a goal state is still to be achieved but there are multiple different problems that designate how long it takes to achieve the final state(s).  Also, there can be multiple goal states (states that will end the game), and in a state-space the goal is given along with the beginning state (this causes a problem, in my opinion, because of there being a possibility of multiple different wins or goal states).  With logic games, like chess or go or connect four, a heuristic/state-space or a minimax is the best thing because of the searching for simple answers to logical steps yet with a production system, although it could make for a good player for a logic game, there are ways that this would be good (better than others) for games that do not involve logic (in such a manner as chess or tic-tac-toe).  There are some disadvantages to this topic as well.  With this topic, there are a lot of “if-then” statements that must be coded and it could take a longer time to search through all the possible steps than it may for a heuristic or a state space search (depending on how many rules are designated for each state).  Also, the fact that there can be a large amount of “if-then” statements leads to the question of whether or not this can be considered AI due to the necessity of so many rules (this will be discussed in greater length in the later parts of the paper).
Minimax:
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Figure 1

The minimax gaming formula is one that reads the plans of the player(s) and takes them into account/consideration when a game is being played.  The intention of each player is to win and this is what is taken into account by the AI.  The AI will build a tree based off of the game being played (like the one in figure one (1)).  The tree is then looked at from the leaves back towards the root.  As the algorithm looks back, it ranks each level of the tree based on what is a positive move for the first player (in the example, the first player is MAX).  This way the second player to move (in the example, the second player is MIN) knows what paths will lead to the best ending score for MAX and knows which ones will give the best possible end score for itself (basically moving second MIN knows what move should be made that will result in the worst score for MAX).  This is a better formula then the previous ones (in my opinion) because of the fact that this will rank moves and places high regard on the moves that the players would make in a perfectly played game (perfectly played mean played with out making any mistakes that wouldn’t be made did you understand the game perfectly).  This is like heuristic but, when it comes to the terms of what it, the function, knows each player wants to do, it (the minimax) will realize that if it (the minimax player one or two) can’t win, it can find a move that will cause the worst possible score for the opposing player.  There is, as with all of these, a problem.  Although it is better, in my opinion, than the other topics, it has the problem of having to base its moves off of the depth that the program searches to.  On this website http://www.tcnj.edu/~games/tic/ there are two different minimax tic-tac-toe programs and each goes to a different depth for their search (one goes 2 deep and the other four; each one has a computer first and a human first game).  The 2 deep minimax one is a little easier to beat than the 4 deep one (although the difference is very small considering that a tic-tac-toe game goes only at most 9 moves).  With a game like chess, the depth would be much more of an evident problem because of the huge amount of moves that are there for each move in a chess game.  Despite not being able to see the, at times drastic, differences that could be possible, in a game like chess or go, it would be a much more visible hindrance.
Best Of These Four Theories:

Although a large amount of data has been learned, the best decision that can be formulated is an opinionated decision.  The best out of all four of these topics, I feel, is the Minimax.  Although I feel that this is the best, it is built off of the other two or three topics.  Minimax uses the idea of a state-space graph and a heuristics search because of finding all of the possible states that lead to the goal and heuristics because of putting this in a more priority (placing positive and negative numbers next to each step).  Still, this theory is better because of it placing positive (win for X at the point of view of X) and negative (win for X at the point of view of Y) numbers next to each state.  This is possibly the best search-based AI for gaming (that I know) just because it will realize that this situation will lead to a winning state for X or a winning state for Y and if a winning state for itself is impossible, it will make moves that will cause the opponent to have the worst possible score it can get.  A huge reason that this is the better of the four is that when some searches pick a move, it (the AI) will pick one move that will make the best (profitable) situation for the AI before the other user (human) can win.  

Is This Really AI??:

If we go back to the opening statement, “The capacity to acquire and apply knowledge”, we can see that intelligence is to basically apply knowledge but does that even make “real” intelligence?   Dictonary.com also states that AI is: 

“The ability of a computer or other machine to perform those activities that are normally thought to require intelligence.” 

This webpage has an “AI” tic-tac-toe on it that simply applies the knowledge given (http://wsabstract.com/script/script2/tactoe.shtml ).  This is “AI”, if we take this basic definition to heart, but still all that this AI does is apply the basic rules of tic-tac-toe to find when it wins, when it loses, when it should block or when it should go for the win.  This is indeed the application of knowledge (rules) but it sound like much less than “average” human intelligence (because all it does is block when 2 of the opponents pieces are set up for a win and place one of its pieces one a spot if it has two pieces in a row) and isn’t that what AI is striving to be?  If it is, then it has failed in this case.  With both the state-space and heuristic searches, there are certain things that look like they are being done by AI but, in my opinion, are not using exactly great AI.  Although these algorithms devise their own way of getting to the outcome (goal state), they still search each possibility to find a good one.  Not only that but, the state-space algorithm could be wrong a lot of the time because it looks for the best move to be made at that immediate step and doesn’t look to see what immediate step will get the player to the goal the quickest (before the other player).  Even though human intelligence can pick the incorrect move at times, it has the capability of looking forward as many moves as it wants to see what it can do to fix the current mistake or end the game quicker.  With the minimax formula the previous sentence becomes more prevalent because, as was previously mentioned, the minimax searches for possible moves up until a certain depth and then it won’t look any further (until the move is placed and then it looks further and so on).  When it comes to the production system, this is also called a rule based system.  This topic basically has a set of rules and uses them to decide what action(s) must be taken.  This personally doesn’t sound like anything near AI because all it does is take a pre-known set of rules and uses them to devise some sort of action (this action may or may not be the correct choice).  The personal belief of this writer is that some of these theories aren’t real, concrete Artificial intelligence.  I feel that even though some of these theories do present some sort of way of taking the rules given and formulating answers, this isn’t the best way to look at AI for gaming and how AI for gaming should progress.  I believe that what AI is or should be, is playing games with superior intelligence and superior capacity to learn than current “AI” or humans.  With some of these AI gaming topics, I feel that to be considered real AI gaming, you need to be able to use the greater knowledge (computer should be capable of holding more information than the average human brain) to devise new and creative ways of winning that may not be able to be calculated by the normal human player.  This, of course, isn’t the only way I feel that some of these topics could be (better) AI.  There are many ways that these could be considered AI but, when I looked at some of the potions of these topics, the topics just lacked what I felt they needed to be truly and deeply considered “great” AI.  To call these topics less than AI is a fair idea but the problem is that none of these implement something close to a learning algorithm.  If they were to include a learning algorithm, they would most definitely have more merit in my view of AI, as well as the view of many other “skeptical” people.
These four or so theories do show merit but not the amount that I feel needs to be shown in order to be considered true and great AI (they present basic thinking skill that merit some respect as a form of AI but true AI would be capable of much more advanced reasoning and interpreting).  Despite giving these theories credit for some measure of AI, couldn’t a program that used one of these formulas just be a “clever program” that runs off of predetermined rules (or rules that it finds by searching a tree)?  This and many other questions must be answered to ever consider any AI theory out there truly AI.  This question has raged on in the Computer Science/AI field since the idea of “computers that think” was presented.  I never intended to, in this paper, present the resounding data/idea that would prove that AI was here or that it was even possible; I felt that this was one of the more important ideas that must be brought up.  In the field of AI, this question might not be answered for a long time and even if it is answered, someone may propose that it isn’t really AI.  
Conclusion: 

Out of this paper the four topics of search based AI were discussed along with their pros and cons.  Also, the idea was drawn out that the minimax formula was the optimal one (out of the small number of theories discussed) for gaming.  We also discussed the idea that production system was the type of topic that could be used for things other than a logic game (it could, in theory, be used for a role-playing-game).  Since only games like chess, tic-tac-toe and others have been shown with moderate success; the long-standing question of whether or not any of this was really AI was raised.  For this paper, no new “ground-breaking” idea was hypothesized but several opinions were proposed and interesting ideas were analyzed.
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