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Real-Time Strategy Systems


The study and application of real-time artificial intelligence (RTAI) is recognized and discussed by the American Association for Artificial Intelligence.  It is classified under real time reasoning, a subtopic of reasoning.  In a few words, RTAI is the concept of applying AI to real-time systems so that such systems can learn to handle problems and make new plans under full automation.
It is important to note that the meaning of real-time AI might vary depending upon the specific research or application being discussed.  The RTAI system that this paper discusses “combines the guaranteed performance methods of real-time systems with AI-planning,  problem solving and adaptation mechanisms to build a flexible, intelligent control system that can dynamically plan its own behaviors and guarantee that those behaviors will meet hard deadlines” (Musliner 4).
This project is divided into two parts.  First, I will examine existing real-time systems and real-time AI concepts in order to discover challenges that hinder their convergence.  For the second part, I will propose a new system, called real-time strategy system, as an alternative to the dangerous and unreasonable reality of RTAI.
The fact that “hard real-time domains have deadlines by which control responses must be produced or catastrophic failure may occur” (Musliner 2), distinguishes them from other real-time domains.  “Other common examples of hard real-time domains include nuclear power plant control, medical monitoring, and aircraft control” (Musliner 2).  My examination will focus mainly on real-time systems with hard deadlines.
Many research areas of artificial intelligence intersect at real-time AI.  There are two reasons for this.  First of all, various AI techniques are required to make RTAI work.  Second, there is room in RTAI research for extensions that include helpful however nonessential AI mechanisms “that alleviate human [controllers] from low-level tasks” (ORTS).   Some examples of AI techniques that can be used in RTAI include state space search, heuristic search, minimax with alpha-beta pruning, path finding, learning, planning, scheduling, agents, perception, expert systems, artificial neural networks (connectionist theory), and genetic (evolutionary) algorithms.
State space search is a traditional search technique in which every possible state is represented by a node and every possible change is represented by a link.  A simple state space tree and search mechanism will not meet the demands of an RTAI system with hard deadlines; however, other techniques deriving from state based search can be used effectively.  Two examples are heuristic search and minimax with alpha-beta pruning, both of which offer RTAI systems the ability to make very good decisions in a quicker amount of time.  In a real-time system that depends on AI, a quick best-guess is certainly better then a missed deadline.
Imagine a fully automated robot trying to travel from point ‘a’ to point ‘b’ where a time bomb will explode in ‘x’ amount of time.  The robot is programmed to travel to the bomb and then disarm it before it explodes.  It could take a long time, depending upon the amount of possibilities considered, for the robot to create and traverse a state space tree.  This is a complexity issue.

“The most difficult aspect of combinatorial problems is that the [exponential explosion of states] often takes place without program designers realizing that it is happening.  Because most human activity, computational and otherwise, takes place in a linear-time world, we have difficulty appreciating exponential growth.  We hear the complaint: ‘if only I had a larger, or faster or highly parallel computer my problem would be solved.’  Such claims, often made in the aftermath of the explosion, are usually rubbish.  The problem wasn’t understood properly and/or appropriate steps were not taken to address the combinatorics of the situation.
The full extent of combinatorial growth staggers the imagination.  It has been estimated that the number of states produced by a full search of the space of possible chess moves is about 10120.  This is not just another large number; it is comparable to the number of molecules in the universe or the number of nanoseconds since the big bang” (Luger 152).
In a time critical situation, it is not practical to use a simple state space search.  However, limiting the depth of a state space tree and applying a heuristic function is a more promising approach.  The heuristic function would be responsible for making decisions depending upon the “potentially inaccurate or infallible” (Wang) information that is stored in intermediate nodes.
“Heuristic search is similar to depth-first search and breadth-first search, except that its ‘open-node list’ is a priority queue, in which the nodes are sorted by a heuristic function. Consequently, in every step, the algorithm explores the current-best direction; therefore it is also called ‘best-first search’.  The actual efficiency of such an algorithm is determined by the quality of the heuristic function” (Wang).  Therefore, by using this approach, the robot will be able to limit the size of its state space tree and still make good decisions but in a shorter amount of time.
“Besides looking for a path to a goal state, search can also be used to solve optimization problems, where each state has an evaluation value attached, and the problem is to find the state with the highest value. In this situation, local best-first search is also called ‘hill climbing’. Such a procedure stops at local maxima” (Wang).  Applying this heuristic search could assist humans or AI in optimizing a real-time system’s operations.  For example, the robot described above could use this process to make optimal use of its battery power.
A good heuristic search mechanism is essential to the creation of a reliable RTAI but it does not complete the responsibility of AI in a fully automated real-time system.  Heuristic functions are designed to search within “a specified set of tasks” (Peterson 2), but in real life, there are an unlimited number of things that can go wrong.  In order to achieve full automation, an RTAI must be able to learn and adapt.
One way to do that is by “incorporating artificial neural networks.  Each new piece of information that an agent encounters alters its programming web of linked nodes, making some connections stronger and others weaker.  Those changes, in turn, affect the way it processes subsequent data” (Peterson 3).  Another option is to integrate a specialized genetic algorithm that will help to evolve an RTAI system.  This is easier said then done.  There are many problems with neural networks and genetic algorithms that make their implementation presently infeasible.
Artificial neural networks (NN) are considered new AI concepts as opposed to traditional concepts.  They are still in their infant stages of development and are terribly inefficient to use when time is of the essence.  Humans can still learn more quickly and easily then a complex and expensive NN, therefore, the widespread use of artificial neural networks in industry is not yet a reality.
There is another problem with neural networks and connectionist theory.  “Researchers have used neural networks successfully in a wide variety of computer programs, including one that taught itself winning strategies in the game of backgammon by playing thousands of games and learning from the results.  Intelligent agents increasingly incorporate that kind of technology” (Peterson 3).  Learning to solve a problem only after encountering and failing to solve it thousands of times is unacceptable in real-time systems.  Real-time systems require quick and correct resolutions to problems the first time they occur, not the thousandth.  The integration of a NN into a real-time system (alpha) would require a team of human operators to allow such a NN to run in the background of alpha for many years so that the NN could undergo training.  After its training is complete, the NN could then be used as a self-updating expert system that human technicians or AI agents could access to help solve various types of pre-encountered problems.
This approach of automatically updating a knowledge base only after thousands of encounters is inefficient because human resources are cheaper, more trustworthy, creative and more readily available.  A human can update the problem/solution database more quickly or even draw upon his or her own memory to solve a recognized problem without accessing a database at all.  Also, artificial neural networks remain incapable of solving new, undocumented and unexpected problems the first time they occur.  Nor are they able to apply creative and clever strategies to reach a particular goal.
Many existing real-time systems are continuously upgraded to increase automation and therefore, complexity.  This high level of complexity increases the probability that finite resources will become exhausted.  For example, when a real-time system becomes overloaded with requests, new requests wait in a priority queue for processor time as hard deadlines and disaster approach.
Perhaps full automation of real-time systems is a limit that can not be reached.  It is clear from the example above that as automation increases, complexity also increases and more system resources are required to load and store data.
In the real world, anything can happen; the domain is unlimited; however, system resources are of a finite quantity.  Even if a particular problem domain could somehow be safely limited to a very large but finite number of problems, there will still be times when a fully automated real-time AI will be bombarded with requests.  Under the strain of deadlines, the AI will be forced to make quick but poor decisions or possibly even fail to meet a hard deadline entirely.  Therefore, “faced with resource limitations that make it impossible to schedule and guarantee all of the possible behaviors that might ever be needed in a particular domain, it has become necessary for systems to adapt.  … Lack of adaptability would require that the superset of all tasks required [to solve all possible problems] be active at all times.  This is clearly an inefficient and infeasible approach” (Musliner 2).
To exemplify the inefficiency of full automation in real-time systems, suppose a superset of tasks is loaded into the memory of a fully automated RTAI controlled battle management system.  If the opposing force implements a tactic that is not included in the superset of tasks then the home force will be slaughtered.  The RTAI is no match for the creativity and speed of human problem solvers, especially when humans collaborate.  “If the pool of strategies does not lead to the desired outcome, humans usually have little or no difficulty deriving new, creative and possibly unconventional strategies to adapt to a situation in a short amount of time” (Glende 2).
On the other hand, an expert system of tactics would make a great tool for a human commander.  Better yet, an AI advisor (agent) that automatically queries an expert system based on the systems state or human questions could be a powerful tool.  Other agents that have specific duties and permission can also be added to this example system.  Imagine an agent that could manage and optimize the use of autonomous reconnaissance vehicles or some other routine task while a human controller manages the battle below. 
The above example, however brief, introduces the conceptualization of a new system that embraces the power of both traditional and present state of the art AI technology and allows for their convergence with real-time systems.  This is done by applying certain AI techniques where they fit rather then attempt the full and dangerous automation that RTAI strives for.  This new system accepts the present limitations of AI by limiting automation and then integrating invaluable human intelligence.  Furthermore, these new systems will be equipped with various application specific AI mechanisms designed to aid humans in achieving goals while hiding intricate details that can be safely automated.  

In this approach that I call real-time strategy system (RTS), the challenges that hinder the convergence of real-time systems and AI technology are bridged by human intelligence.  As time passes and more reliable AI is developed, the human bridge connecting real-time systems and AI will decrease and maybe even disappear entirely. But until such a day, “the reservations of Robert R. Everett, president of MITRE Corporation, a research organization involved in military command and control” (Beusmans 7), serve as the inspiration for developing RTS systems:
“I am troubled by the goal of replacing the most expert people.  …  Human activities tend to be very complex… The suggestion that AI systems may somehow solve problems that we do not ourselves understand may come true in the far future but at the moment is both unreasonable and dangerous.  People are useful; so are machines.  Let us understand and provide for their separate roles.”
I believe in the words of Robert R. Everett.  AI and human intelligence are both very powerful, however, fundamentally different.  Therefore, RTS systems provide an interface for the two different types of intelligence to cooperate and safely manage a real-time system with hard deadlines.
A real-time strategy system
1. Works in real-time – system is always ready for input.

2. Is able to achieve multiple tasks simultaneously.

3. Has a constantly refreshed memory of the environment, unit(s) and system state.

4. Is integrated with an expert system of predefined procedures that can be automatically or manually queried to guide a human or agent through some type of problem.

5. Uses agents to solve routine problems.

6. Human(s) utilize AI tools and agents to monitor, optimize and help the control real-time system.
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An RTS system can be used to reliably control any type of real-time system.  A few examples include battle management systems; traffic/transit control systems; intensive care monitor; city, war, economic simulators; nuclear power plants; communication systems; and defense systems.
Since “AI research has received most of its support from the military research establishment” (Beusmans 1), I will discuss defense projects that could apply RTS systems to achieve their goals.
I’ll start off with a little bit of history.  In 1983, President Ronald Regan presented his “Star Wars” speech, which introduced the idea of a ballistic missile defense system that could shield our nation from nuclear attack.  “The Star Wars project would challenge computer scientists to design an intelligent system that could find and destroy targets [enemy ballistic missiles] – basically in real-time and without human intervention” (Beusmans 1).
In the case of missile defense, full automation is a good idea because of the speed at which events take place.  Also, due to the nature of flight, the problem domain in such a system could be safely limited to a workable finite number of problems.  For example, there are no obstacles.
However, around the same time in 1983, the department of defense started other projects that included the development of autonomous land vehicles, battle management systems, pilot’s associate and warfare simulator.  These projects are unlike the missile defense system in that they can not safely implement full automation due to an indefinite problem domain and hard real-time constraints.  The systems mentioned above require the cooperation of human and AI where both types of intelligence will serve specific functions and cooperate to solve problems more quickly and efficiently.  That is precisely the goal of RTS systems.
Take, for example, a battle management system that is responsible for the coordination of autonomous vehicles (drones), troops (positioning and rotation), medics, artillery, resources allocation (food, water, and supplies), terrain analysis, and air strikes.  An AI agent could be responsible for directing artillery fire and air strikes where enemy troop concentration is high, as reported by sensors.  Another AI agent could be responsible for dispatching autonomous reconnaissance vehicles in such a way that the refresh rate of the environment state is maximized.  Of course, human controllers will always have the option of overriding AI control of these situations.

A system similar to this, named Igloo White, was implemented in Vietnam but was criticized for its “indiscriminate killing because seismic sensors cannot differentiate between soldiers and farmers… it created an artificial reality in which people were reduced to blips on a display screen – blips that must be stopped, rather like a video arcade game” (Beusmans 5).  AI and humans need more data then simple blips on a screen if they are to differentiate between soldiers and farmers.  This is a problem with sensors, not the overall concept of an electric battlefield.  Nonetheless, “research and development of battlefield automation has continued.  Currently, the army is using computers that assist in positioning artillery, directing fire, analyzing intelligent data, testing new battle management concepts and conducting electronic warfare” (Beusmans 5).
Due to national security, it is impossible for me to evaluate present state of the art defense technology.  However, it appears that the army is currently developing and using an incomplete version of the RTS system that I proposed above.  It is incomplete because it lacks AI agents and a network of expert system that could expedite and improve the human problem solving process.  It is my belief that under correct implementation, an entire war could be controlled using a single, very complex, RTS system.  The use of this system in a real war would put our troops at less risk by maximizing the efficient use of our resources.  I also believe that in the not so far future, battles will be fought by partially autonomous units that will know when to run away, attack stand guard and patrol while awaiting instructions from either human or AI controllers.  RTS will provide the most effective interface for this type of system.
Real-time AI is an exciting area of AI research where “…two major areas of computer science are converging:  Artificial Intelligence methods are moving towards more realistic domains requiring real-time responses, and real-time systems are moving towards more complex applications requiring intelligent behavior” (Musliner 1).  Real-time strategy systems provide space for many areas of AI research to converge and grow in a practical and fruitful way.  Through the use of RTS systems in industry, people will have the opportunity to discover the value of reliable AI systems.  As people gain trust in AI, its use will grow in demand and become widespread.  This will stimulate AI research funding and generate growth in the industry of AI development.
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