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Abstract—Network coding techniques have received a lot of
attention from the research community for providing reliable
broadcasting in error-prone wireless networks. The most common
network coding approach is segment coding, in which the
packets are partitioned into segments, and linear network coding
is performed inside each segment. In order to increase the
throughput of network coding and decrease the decoding delay,
dynamic coding schemes have been recently proposed. However,
these methods incur many feedback messages. In this paper,
we propose two dynamic network coding schemes that achieve
the maximum throughput and reduce the number of required
feedback messages. Moreover, we propose a fair dynamic network
coding scheme that performs a trade-off between the throughput
and the fairness in terms of decoding delay and the number of
decodable packets at different destination nodes. Our simulation
results show that our proposed dynamic network coding method
provides the same throughput as the ARQ for Network Coding
(ANC) method, with up to 90% less feedback messages. More-
over, our fair dynamic network coding can increase decoding
delay fairness by about 80%.

Index Terms—Linear network coding, broadcasting, reliability,
dynamic coding, wireless networks, error-prone channel, fairness,
decoding delay.

I. INTRODUCTION

Random linear network coding [1] has been used in many
recent works [2]-[7] to provide reliability and efficient trans-
mission, especially in error-prone wireless networks. In ran-
dom linear network coding, coded packets are generated by
linearly combining the original gackets over a finite field. The
coded packets have a form of ), a; x P;, where P and « are
the original packets and random coefficients, respectively. The
source node generates and transmits random coded packets
and the random coefficient vectors. The destination nodes
buffer the received coded packets until they receive k linearly
independent coded packets. The destination nodes can use any
k linearly independent coded packets to decode and retrieve
the original packets. Gaussian elimination can be used to
decode the packets by solving a system of linear equations. In
this scheme, once the destination nodes can decode the coded
packets, they need only send one acknowledgement to stop
the source node from sending more.

It is well known that using linear network coding results
in decoding delay, especially at the nodes with low channel
quality. For this reason, it is typical to divide the packets into
segments with a fixed block size, and perform random linear
coding inside each block, as shown in Figure 1 (a). The source
node keeps transmitting the coded inter-segment packet, until
all of the destination nodes receive a sufficient number of
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Fig. 1. Segment coding VS. dynamic coding.

coded packets. The source node starts transmitting the coded
packets of the next segments, once all of the destination nodes
have decoded the current segment.

Segment coding has two drawbacks when the channel
conditions of the receivers are diverse. First, it reduces the
throughput, as the sender cannot proceed to the next segment
until all of the destination nodes receive the current segment.
As a result, the receiver nodes with good channel conditions
need to wait for the other nodes, and they will receive useless
coded packets. Second, it increases the decoding delay of the
nodes with high delivery rates, as the next generation will
not be transmitted until all of the nodes retrieve the current
generation. That is why dynamic network coding has been
studied in [8]-[11]. In dynamic coding, the source node does
not limit the coding to a segment, and it performs coding
depending on the status of the receiver node.

The source node in the ARQ for Network Coding (ANC)
method, which is proposed in [8], combines the first unseen
packet of each destination node in each transmission. A node
has seen a packet P (original packet) if it can generate a linear
combination of the form P + (), using the received coded
packets in its buffer. Consider the example in Figure 1 (b).
Assume that there are two receiver nodes, d; and ds. In the
first time slot, the source node transmits packet P;, and node
dy receives it. Then, both of the nodes notify the sender about
their status. The sender combines the first packets that have
not been seen by each of the nodes, which in this case are



packets P, and P». Assuming that both of the nodes receive
this coded packet, the sender codes P> and P5 in the next
transmission.

One of the main drawbacks of dynamic network coding
methods is that they incur lots of feedback messages (one
feedback from each destination node in ANC after each
transmission). Moreover, in the ANC method, the seen packets
of the nodes with good channel conditions move faster than
the other nodes. Therefore, the nodes with poor channel
conditions will experience more decoding delay, which results
in decoding and delay unfairness. In this work, we answer the
following questions. First, how can we reduce the total number
of feedback messages while achieving the maximum possible
throughput? Second, how can we use dynamic network coding
to provide fairness between the nodes in terms of the number
of decodable packets and decoding delay?

The rest of this paper is organized as follows. In Section II,
we review the related work. Section III provides the problem
definition and setting. We propose our dynamic coding and
fair dynamic coding methods in Sections IV and IV-C, respec-
tively. We evaluate the proposed mechanisms in Section V.
Section VI concludes the paper.

II. RELATED WORK AND BACKGROUND

The work in [12] introduces Network Coding (NC) for
wired networks to solve the bottleneck problem, and [13]
shows that NC achieves the capacity for the single multicast
session problem. A useful algebraic representation of the linear
network coding problem is provided in [14]. The authors
in [1] proposed Random linear network coding, and show
that randomly selecting the coefficients of the coded packets
achieves the capacity asymptotically, with respect to a finite
field size.

The works in [15]-[18] address the problem of reliable one-
hop broadcasting. In order to provide reliability, the source
node needs to retransmit the lost packets by the destination
nodes. The source node uses the benefit of network coding
in the retransmission phase to improve the transmission effi-
ciency. In order to reduce the number of required retransmis-
sions, these methods combine the packets that have not been
received correctly by different receiver nodes.

The authors in [8] address the problem of maximizing
throughput in one-hop broadcasting. In order to minimize the
buffer size of the sender, the sender needs to drop the packets
from its buffer as early as possible. For this purpose, the
authors propose the concept of seen packets. The seen packets
might not be decodable at the destinations yet, but they are
guaranteed to be decodable once the future coded packets
are received. In each time slot, the receivers send feedback
to notify the sender about their last seen packet. The sender
sends a linear combination of the first unseen packets of the
destinations. The authors prove that their method achieves the
maximum throughput. In order to reduce the decoding delay,
a throughput optimal broadcasting method is proposed in [10].
The drawback of this method is that the receivers might not
receive the packets in the order of their index.
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Fig. 2. System setting.

The Systematic online Network Coding (SNC), is proposed
in [19]. In this method, a packet that is transmitted by the
sender for the first time is sent uncoded. Whenever the receiver
node with the most received packets suffers a packet loss, the
next packet transmitted by the sender is a linear coded packet,
which contains the last unseen packet of each receiver. In order
to reduce the worst-case delay for the receiver, the authors
propose a second method that considers a threshold for the
delays. The sender retransmits a packet in uncoded form, when
the remaining time to the deadline of the packet is less than
the given threshold.

The adaptive network coding for scheduling real-time traffic
with hard deadlines is addressed in [20]. It is assumed that
each set of packets that constructs a multimedia frame has a
deadline to be received by the destination nodes. As coding
all of the packets of a frame together might result in deadline
misses, the sender finds the optimal coding size that maximizes
the expected gain using dynamic programming and backward
induction. After all of the destinations retrieve the current
original packets, the sender computes a new coding size based
on the remaining time to the deadline of the current frame.

The work in [21] analyzes the delay of dynamic coding
schemes. The authors use Markov chain to model the system,
in which the statuses of the nodes are the differences between
the number of packets at the buffer of the sender and the rank
of the receiver’s buffer, i.e. zeros state means that the receiver
node has already received all of the packets that the sender
has in its buffer. The ways in which the next packet can be
delivered to a destination node is categorized into zeros state,
leader, and chance decoding.

Two moving window network coding methods are proposed
in [11], in which the size of the coding window is fixed. The
sender tracks the number of received coded packets by each
destination node. If the number of received coded packets by
all of the receiver nodes is less than the ¢ times a given factor,
where t is the current time slot, the sender does not move the
coding window. Otherwise, the sender shifts the window. In
the second method, the sender moves the coding window with
a predefined and fixed velocity. The receiver nodes know the
velocity, and will send a NACK message to the sender in the
case that they are not able to decode the packet if the sender
moves the window. The authors extend their moving window
method in [22] to include cooperative transmissions.



III. SYSTEM SETTING

Our model is the same as that in [8]. We consider a single
transmitter (e.g., base station), which broadcasts a set of
packets P, Ps,... to a set of m receivers (users). The time
is divided into slots of equal size, which are synchronized
across receivers. The sender can transmit one packet per time
slot, and each transmission takes one slot to be delivered
to the users. The receivers are connected to the sender via
independent erasure channels, and the erasure probability of
the link between the sender and the i-th receiver is represented
as pu;. Figure 2 shows the setting.

We focus on random linear network coding, in which
random coefficients are used to combine the packets. The
receiver nodes store the received coded packets in their buffer,
and they are able to decode the coded packet once they
receive a sufficient number of coded packets. We assume that
immediate and perfect feedback messages are available at the
transmitter. The sender uses these feedback messages to decide
which packets should be coded and transmitted in the next time
slot. In this paper, we refer to the original and coded packets
as “packets” and “coded packets,” respectively.

The objective in our first proposed method is to maximize
the throughput while considering the number of feedback
messages. In contrast with [8], where the sender requires a
feedback message from each destination node, we want fewer
feedback messages to be transmitted at each time slot. In our
final proposed method, we also consider fairness, in terms
of decoding delay and the number of decodable packets at
the destination nodes. Decoding delay of packet P; is the
difference between the generation time of the packet and its
decoding time at a destination node. We define the decoding
delay unfairness of packet P; at a given time slot as follows:
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Here, D(3, j) is the decoding delay of packet P; at receiver
node d;, and D(j) represents the average decoding delay
of the packet at different receiver nodes. As a result, the
decoding delay unfairness of a given packet is the average
difference between the average decoding delay of that packet
and the decoding delay of the packet at the different receiver
nodes. The decoding delay fairness is represented as fp(j)
and defined as:

1
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The decoding delay fairness of a method fp is the average
fairness of the different packets. The decoding unfairness and
fairness are as follows:
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We represent the total number of decodable packets at the
destination nodes and the number of decodable packets at
the i-th destination node as F and FE(i), respectively. The

TABLE I
THE SET OF SYMBOLS USED IN THIS PAPER.

Notation Definition

d; The i-th destination node

i The i-th packet

i The receiving rate of the i-th destination node

fo/fp) The decoding delay fairness/unfairness

fp(§)/f5(G)] The decoding delay fairness/unfairness of the j-th packet

D(i,7) The decoding delay of the j-th packet at receiver d;

D(5) The average decoding delay of the j-th packet at the
receiver nodes

fe/fx The decoding fairness/unfairness

E(1) The number of decodable packets at receiver node d;

E The total number of decodable packets

1b/ub The index of the first unseen packet by a behind/leader
node

L The number of leader nodes

w The fairness weight

T The decision variable
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Fig. 3. Examples of seen packets.

decoding fairness is the reverse of the decoding unfairness
and is represented as f5(j):

fe=— “4)

IV. DYNAMIC NETWORK CODING

Our dynamic network coding methods are based on the
notation of seen packet, which is introduced in [8]. A node
is said to have seen a packet P (original packet) if it has
received a sufficient number of coded packets in its buffer to
compute a linear combination of the form P+ (). Here, @ is a
linear combination of the packets with a greater index than P.
Consider Figure 3 (a), in which 3 packets are coded together
using random coefficients «; to as. In this example, P; is a
seen packet, since, if we consider a1 Py as P and as Po+a3 Ps
as @, then the coded packet is a linear combination in the
form P 4+ Q). However, if we consider P, as P, there is no
way to compute a linear combination that does not consist of
P,. By the same reasoning, in Figure 3 (b), P; and P, are
seen packets. In Figure 3 (c), if we multiply the first and the
second coded packets with —a1 2 and aq 1, respectively, and
add them together we can remove P;. As a result, in addition
to Py, P, is a seen packet. The idea behind a packet seen
by a destination node is that the packet is not required to be
included in the future coded packets, as it can be decoded
by the coded packets received later. Therefore, the sender can
drop the packet from its buffer to reduce the buffer size.

In the ANC method, proposed in [8], the sender sends
a linear combination of the first unseen packets of each
destination node at each time slot. The index of the first unseen
packet of a node is 1 plus the index of its last seen packet.
Figure 4 (a) shows an example of coding in the ANC method.
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Fig. 4. Coding strategies and required feedbacks. The coefficients are

not shown, for simplicity. (a): The ANC method (b): Reduced number of
feedbacks.

We do not show the coefficients of the packets for simplicity,
and the actual coded packet is a1 Py + a3 Ps + a4 Py + o Fs.
In this way, the sender can drop the packets seen by all of the
destinations. In order to inform the sender about the unseen
packet, each destination needs to send a feedback message
after each transmission by the sender, which incurs many
feedback messages.

In contrast to the ANC method, we limit the feedback
messages to the leader and behind nodes. We define the leader
nodes as the nodes whose index of the first unseen packet is the
maximum among all of the nodes. In contrast, a behind node
has the minimum unseen packet index. In Figure 4, the first
and the last nodes are behind and leader nodes, respectively.
The idea behind our scheme is that we can simply code all of
the packets that their index lies in the range of unseen packet
by the leader and behind nodes together. In this way, there is
no need for receiving feedback messages from the non-leader
and non-behind nodes, and we can remove many unnecessary
feedback messages.

Our dynamic network coding method works as follows.
The source transmits the first packet, and the leader and
behind nodes specify their first unseen packet using a feedback
message. Then, the source node combines the unseen packets
of the destination nodes and transmits a coded packet in the
form of Z;‘:blb o; X P;, where [b and ub are the indices of
the first unseen packets with the smallest and largest indices,
respectively. Symbol «a; represents a random coefficient.

When the source node receives feedback from each destina-
tion node, it will have exact information about the first unseen
packets by the destination node. Consider Figure 5 (a). The
first unseen packets by each destination node are shown with
colored cells. In the ANC scheme, after each transmission,
5 feedback messages are required by the source node. After
receiving the feedback messages, the source node codes the
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first unseen packets of each destination node together. Now
consider Figure 5 (b). If we code all of the packets in the
range of the first unseen packet by the behind and the leader
nodes, the number of feedback messages will be reduced to
2 messages. Consider Figure 4 (b). In contrast with the ANC
approach, only the leader and behind nodes transmit their first
unseen packets, and the source node codes all of the packets
with an index in the range of these two packets. It should be
noted that, as the number of destination nodes increase, the
number of non-leader and non-behind nodes increases, which
increases the efficiency of our approach.

In the case of multiple leaders or behind nodes, sending
the feedback messages might be a challenge. In the following
sections, we propose two feedback mechanisms based on
whether or not overhearing is possible among the receivers.

A. Dynamic Network Coding without Overhearing

In the case that overhearing is not possible between the
receiver nodes, all of the leader receiver nodes need to transmit
a feedback message. The nodes can easily check if they are
a leader node. When a node receives a packet, it checks the
index of its first unseen packet with the indices of the packets
included in the received coded packet. If the index of its first
unseen packet is equal to the index of the packet with the
largest index that is included in the received coded packet, then
the node is a leader node. A receiver node that has not received
the last transmission cannot be a leader node. The reason is
that, when a leader node sends a feedback, the sender will
move the coding window to the right by adding a new packet.
Therefore, in the following time slots, none of the nodes that
miss the new transmission can become a leader node.

In order to find the index of the first packet that should
be included in the coding set, the behind nodes that do not
receive the current transmission should send a feedback to the
sender. It is clear that if a behind node does not receive the
current transmission, it will still be a behind node, and should
send a feedback message. In the case that all of the behind
nodes receive the current transmission, all of them are still
behind nodes. However, they do not know it, so they do not
send any feedback messages. In this case, the sender will set
Ib(t) = Ib(t — 1) + 1, where Ib(t — 1) is the [b in the previous
time slot ¢ — 1. Algorithms 1 and 2 show the receiver and



Algorithm 1 DNC (For receiver d;)

Algorithm 3 DNC-OH (For receiver d;)

Initialize: u(i) =1
if d; received the current transmission then
Set ub to the largest index included in the received coded
packet
if (i) = ub then
uw(i) = u(i) + 1
Node d; is a leader node. Transmit u(7) to the sender.
else
u(?) = u(é) +1 //the node might be a middle or behind
node
if d; did not receive the current transmission then
if d; was a behind node at slot ¢ — 1 then
Node d; is a behind node. Transmit (i) to the sender

Algorithm 2 DNC (Sender side)
Initialize: [b(1) = 1, ub(1l) = 1.
Set ub(t) to the index of unseen packets by the leader nodes.
if Did not receive feedback from a behind node then
bt)=10t—-1)+1
else
Ib(t) =1b(t —1)

transmit Z;i(z?( 1 @b

sender side processes, respectively. The first unseen packet of
the i-th node is represented as u(z).

B. Dynamic Network Coding with Overhearing

When the nodes can overhear each other, we can reduce
the total number of feedback messages to two per time slot:
one from a node in the set of leaders, and one from a behind
node. For each leader node, we set a back-off time based on
the erasure rate of the nodes. During the back off time, the
receiver nodes should listen to the channel. When a leader
node finishes its waiting time, it sends its feedback message
if it has not overheard feedback from the other leader nodes.
As a result, the leader node with the smallest back-off time
sends its feedback when its back-off time expires. The same
mechanism is used for the set of behind nodes.

The behind nodes that have received the last transmissions
do not need to transmit a feedback; however, they might still be
a behind node in the case that all of the behind nodes receive
the current transmission. Therefore, only one of the nodes that
was a behind node in the previous time slot, and missed the last
transmission in the current time slot, should send a feedback
message to force the sender to keep transmitting the packet
with the smallest index in the coding set. The details of the
receiver process are provided in Algorithm 3. The sender side
algorithm is similar to that of the DNC method.

C. Fair Dynamic Network Coding Scheme

It is proven in [8] that the ANC method achieves the
maximum throughput, as each transmission has innovative
information for all of the nodes. In a similar way, it can be

Initialize: u(i) =1
if d; received the current transmission then
Set ub to the largest index included in the received coded
packet
if u(i) = ub then
u(i) = u(i) + 1
Node d; is a leader node. Wait for a random time
if did not overhear a feedback from a leader node then
Transmit «(4) to the sender.
else
u(?) = u(é)+1 //the node might be a middle or behind
node
if d; did not receive the current transmission then
if d; was a behind node at the previous slot then
Node d; is a behind node.
Wait for a random time
if did not overhear a feedback from a behind node
then
Transmit u(4) to the sender.

proven that our proposed schemes in Section IV achieve the
maximum throughput. However, all of these three methods
have a drawback. The nodes with low error rates receive more
coded packets than the other nodes, and become the leaders.
The leaders, which have the unseen packet with the largest
index among the other nodes, can decode all of the packets
that are included in the coded packets. Thus, the decoding
delay at these nodes is smaller than the non-leader nodes. The
leader nodes force the sender to add new packets in each time
slot. As a result, the nodes with higher error rates might not
be able to decode the packet for a long time, and they will
experience high decoding delays, which result in an unfair
delay experience at different receiver nodes.

In order to solve this problem, we propose the Fair Dynamic
Network Coding (FDNC) scheme. Most like the DNC method,
the sender receives feedback messages from the leader and
behind nodes after transmitting a coded packet. However,
unlike the DNC method, which adds a new packet to the
coding window once a leader receives the last transmission,
the sender in the FDNC scheme uses the following equation
to decide whether to add a new packet or not:

x=(1—-w)xL—wx(m-—1L) ®)

Here, m and L are the number of nodes and leader nodes,
respectively. The notation w is the fairness weight, and shows
the importance of fairness against the throughput. In the case
that = is greater than zero, the sender adds the next original
packet to the coding set; otherwise, it postpones adding the
next packet to the following transmission slots. If we set w
to 0, the sender will add a new packet to the coding set once
a leader node receives the current transmission; therefore, the
FDNC will work similarly to the DNC method. On the other
hand, for w = 1, the sender will not add a new packet until



Algorithm 4 FDNC Algorithm (Sender side)

Initialize: [b(1) = 1, ub(1) = 1.

Receive feedback from leader and behind nodes

Set ub(t) to the index of unseen packets by the leaders

if Did not receive feedback from a behind node then
t)=1bt-1)+1

else
Ib(t) =1b(t — 1)

r=wxL—-(1-w)xm-1L

if x > 0 then
ub(t) = ubgt -1)+1
. ub(t)
transmit Zj:lb(t) a;b;
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Fig. 6. The FDNC method VS. DNC. The coefficients of the coded packets
are not shown, for simplicity.

all of the nodes become a leader node. The sender’s protocol
is shown in Algorithm 4. The receivers’ algorithm is similar
to that of the DNC method.

Consider Figure 6 (a), and assume that w is equal to 0.4.
In this case, we have a leader node and 4 non-leader nodes;
thus, we have x = (1 — 0.4) — 0.4 x 4 = —1. As a result,
when we use the FDAN method, the sender does not add
packet Ps into the coding set, although the first unseen packet
by the leader node is P;. The coded packet in the next
transmission will be «;P; + asP,. On the other hand, the
DNC and ANC methods add codes P;, P», and Ps together.
The FDNC method achieves more fairness by delaying adding
Ps until more destination nodes reach the leading state. Now
consider Figure 6 (b). In this case, we have 2 leaders and
x =(1-04) x2—-04x3 = 0. Consequently, both the
ANC and FDNC methods transmit o1 Py + oo Py + a3 P3. In
Figure 6, the coefficients of the coded packets are not shown,
for simplicity.

V. SIMULATIONS

In this section, we evaluate our proposed mechanisms DNC
(Dynamic Network Coding), DNC-OH (Dynamic Network
Coding with Overhearing), and FDNC (Fair Dynamic Network
Coding). We compare our methods with the proposed schemes
in [8] and [11]. For this purpose, we implemented a simulator

in the MATLAB environment. We run the simulations on
100 random topologies, with different link error rates. The
plots in this paper are based on the average outputs of the
simulation runs. In the simulations, we assume the existence
of reliable feedback messages. Also, the receiver nodes are
synchronized with the sender. The metrics that are evaluated
in our simulations are as follows:

o Throughput: we define the throughput as the average
number of innovative packets received by the destination
nodes in each time slot.

o Number of decodable packets: we measure the total
number of decodable packets by the destination nodes
after 10 time slots.

o Decoding delay: the decoding delay of an original packet
at a given node is the time that it takes the node to decode
the packet.

o Decoding fairness fr (see Equations (4) and (3)).

o Delay fairness fp (see Equations (2) and (1)).

A. Simulation Results

We first compare the DNC and DNC-OH methods with the
proposed method in [8], which we refer to as the ANC method.
Then, we evaluate the performance of the FDNC against the
ANC and MW [9] schemes.

1) Dynamic Network Coding: the purpose of the simula-
tions in this section are to show that the DNC and DNC-OH
methods achieve the same throughput, number of decodable
packets, and decoding delay as the ANC method, with a fewer
number of feedback messages.

In the first experiment, we evaluate the throughput. As
depicted in Figure 7 (a), the throughput of the DNC, DNC-OH,
and ANC methods are the same. Similarly, Figure 7 (b) shows
that the number of decodable packets in the DNC, DNC-OH,
and ANC methods are the same. The reason is that, in all of
the methods, the first unseen packet of the destination nodes
are added to the transmitted coded packet. As expected, the
throughput and the number of decodable packets increases in
Figures 7 (a) and (b) as we increase the number of nodes,
which is due to more receivers.

We next evaluate the number of feedback messages. Fig-
ure 7 (c) shows the total number of transmitted feedbacks. As
expected, the ANC method has the largest number of feedback
messages, since in each time slot, all of the nodes need to
inform the source node about their first unseen packet. The
DNC-OH method has the fewest number of feedback mes-
sages, since the source node receives just two feedbacks from a
leader and a behind node. That is why the number of feedback
messages does not increase as we increase the number of
nodes. In the DNC method, the nodes cannot overhear each
other; as a result, all of the leader and behind nodes transmit
a feedback messages. Consequently, the number of feedback
messages in the DNC method is more than that of the DNC-
OH method. This figure shows that the number of feedback
messages in the DNC-OH and DNC methods are up to 90%
and 65% less than the ANC method, respectively.
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Figure 7 (d) shows the average decoding delay of the
packets. It can be inferred from the figure that the decoding
delay of the packets in the DNC, DNC-OH, and ANC methods
are equal. It should be noted that, in computing the decoding
delay, we do not consider the packets that are not decodable.
As a result, when we increase the number of receiver nodes,
the probability of having more nodes with good channel condi-
tions increases. That is why the decoding delay in Figure 7 (d)
increases as we increase the number of receiver nodes.

2) Fair Dynamic Network Coding: in this section, we com-
pare the fairness, throughput, delay and number of decodable
packets of our proposed FDNC method with the ANC and
MW methods. Figure 8 (a) shows the decoding (number of
decodable packets) fairness of the FDNC method, ANC and
MW methods. It can be inferred from the figure that the
decoding fairness of the ANC and MW methods are about
66% and 40% less that that of the proposed FDNC method.
The reason is that our method performs a trade-off between
fairness and throughput. Figure 8 (b) shows the fairness of the
methods when the delivery rate of the links are in the range
of [0.4,1].

We show the delay fairness of the FDNC, ANC, and MW
methods in Figure 9 (a). The delay fairness of the FDNC
algorithm is about 80% and 20% more than that of the ANC
and MW methods. It should be noted that the distortion of the

plots is due to the randomness of the topologies. The ANC
method does not have much distortion, since the leader nodes
can always decode the packets with small decoding delay, and
the other nodes experience large decoding delays. We repeat
this simulation with more reliable links in Figure 9 (b). We
see almost the same pattern in Figures 9 (a) and (b).

In the next experiment, we compare the throughput of the
methods and show the results in Figure 10. As mentioned
before, the ANC algorithm adds a new packet to the coded
packet once a leader receives the last transmission. As a result,
each transmitted packet is innovative to all of the receivers.
That is why the ANC scheme has the highest throughput in
Figure 10. The figure shows that the throughput of our scheme
is between that of the ANC and MW methods. We increase the
delivery rate of the receiver nodes to the range of [0.4, 1], and
repeat the previous experiment. The throughput of the methods
in Figure 10 (b) are more than that of in Figure 10 (a), which
is due to the existence of more reliable links.

In the last experiment, we compare the number of decodable
packets of the FDNC method, ANC and MW. Figure 11 (a)
shows that the number of decodable packets in the proposed
FDNC method is up to 55% and 30% more that that of
the ANC and MW methods. It might be confusing that the
number of decodable packets in the FDNC method is more
than that of the ANC method, while its throughout is less. The
reason is that throughput just tells us the average number of
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innovative received packets per time slot. A non-leader node
might have some linearly independent packets in its buffer,
but they might not be decodable at the time we measure
the number of decodable packets of the destination nodes.
Figure 11 (b) shows the study with more reliable links in the
range of [0.4, 1], which results in a larger number of decodable
packets at the destination nodes.

VI. CONCLUSION

In network coding, the packets to be sent are usually divided
into segments, and network coding is performed inside each
segment. However, in this technique, throughput is dominated
by the receivers with the worst channel conditions. In order to
increase the throughput of network coding, dynamic coding
schemes have recently been proposed, which incur many
feedback messages. In this work, we propose two dynamic
network coding methods, the DNC and DNC-OH methods,
to reduce the number of feedback messages. Moreover, in
order to provide decoding delay and number of decodable
packets fairness, we propose the FDNC method, which pro-
vides a trade-off between the throughput and the fairness. Our
simulation results show that the DNC and DNC-OH methods
provide the same throughput as the ANC method, which is a
leading dynamic coding method, with about 90% less feedback
messages. Moreover, the FDNV method can increase decoding
fairness by about 80%, while sacrificing 15% of throughput.
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