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1. Introduction

Nowadays, watching videos over the Internet has become increasingly popular. Recent studies on the Internet traffic show that the most dominant form of traffic on the Internet is multimedia streaming \cite{2–4}. A large portion of the users that watch videos use wireless devices that are connected to the Internet, e.g. smartphones and tablets. This creates a new challenge in terms of efficiently using the bandwidth resources, e.g. WiFi and 4G, and to deliver a high quality video to the users.

It is clear that in wireless networks, unicasting an independent stream to each receiver is not an efficient approach, since it does not take advantage of the broadcast nature of the wireless medium. Therefore, video multicasting has recently received a lot of attention. However, the main challenge in video multicasting is in regard to receivers with heterogeneous channel conditions. If the source transmits a single video stream at the lowest bit rate supported by the receiver, the users will experience the video quality of the receiver with the worst channel. On the other hand, if the source transmits at a higher bit rate, some of the users will not be able to watch the video.

In order to address the heterogeneous channel conditions in an efficient way, \textit{scalable video coding} (SVC) \cite{5–7} has been proposed. In SVC, which is also called \textit{multi-layer codes} or \textit{multi-resolution codes} (MRC), videos are divided into a base layer and enhancement layers \cite{8,9}. The base layer is the most important layer and is required to watch the video. The enhancement layers can augment the quality of the decoded video. If a user receives more layers, he can watch the video at
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a higher quality. However, because of the dependency among the layers, the $i$th enhancement layer is useless without its preceding layers.

H.264/MPEG-4 or advanced video coding (AVC) [10] is a video compression format, and is one of the most commonly used formats for compression and distribution of video content. H.264/SVC [11], which is an extension of the H.264/AVC, supports spatial, temporal, and quality scalabilities. Because of the hierarchical dependencies between the video layers, the quality of the received video is greatly affected by packet loss. As a result, providing robustness against packet losses is very critical in multicasting SVC videos.

The works in [12–18] provide unequal error protection for the layers, depending on their importance and contributions to the video quality. Network coding (NC) is an effective method for providing error protection against packet losses. In NC, coded packets are a linear combination of the original packets. Assuming that $k$ packets are coded together, a receiver node can decode and retrieve the original packets if it receives $k$ linearly independent packets. Using NC, depending on the delivery rate of the links, the source node transmits a larger number of packets than $k$, so that the destination node receives at least $k$ linearly independent coded packets. The decoding is done using Gaussian elimination for solving a system of linear equations.

In order to increase the number of useful layers that can be retrieved by the users and as a result the quality of the decoded videos, the work in [19] combines SVC with triangular network coding. In triangular network coding (NC), the coded layer 1 only contains packets of the first layer, and coded layer 2 consists of the packets of the first two layers. In general, coded layer $i$ is coded using the packets of the first $i$ layers. The idea behind triangular coding is that, because of the dependency between the layers, layer $i$ is not useful unless layers 1 to $i-1$ are available. Triangular NC allows the retrieval of useful video layers from more combinations of the received transmissions, which improves the number of decoded layers.

We propose the concept of two-dimensional triangular network coding to improve the number of decodable layers and the quality of the received videos. In contrast with the work in [19], which performs the triangular network coding only on the quality layers, our two-dimensional video coding performs network coding on both the spatial and temporal layers together. The main challenge in combining inter-layer coding with SVC is to find the optimal coding strategy for a given channel condition, and the total number of transmissions that can be performed before the deadline of a group of pictures (GoP). We discuss the different possible coding schemes, and propose the concept of coding speed. The coding speed determines the different possible coded layers that the source node can produce. Considering a given coding speed, we propose a search algorithm to find the optimal distribution of the transmissions among different possible coded layers.

In this paper, we have the following contributions. We propose several two-dimensional network coding schemes, and show their efficiency compared to a one-dimensional network coding. Moreover, in order to reduce the searching complexity for the optimal distribution of the transmissions, we propose a remark for checking the decodability of the coded layers. Using this remark, an algorithm is proposed that checks the number of layers that can be decoded without using Gaussian elimination.

The remainder of the paper is organized as follows: we introduce related work on network coding and wireless video streaming in Section 2. The setting and objective is introduced in Section 3. We study different coding schemes in Section 4, and propose the concept of coding speed. In Section 5, we propose our search algorithm for finding the optimal coding strategy. Section 6 presents the simulation results, and Section 7 concludes the paper.

2. Related work

The first time network coding (NC) [22] was used for wired networks, as to solve the bottleneck problem in the single multicast problem. In [23] a useful algebraic representation of the linear NC problem is proposed. It is shown that if the coefficients of the coded packets are selected randomly, with a high probability the coded packets will be linearly independent [24]. NC can be used to provide robust transmissions in error-prone environments.

Unequal error protection (UEP) has been widely employed on multi-resolution videos. The authors in [25] propose a UEP scheme by exploiting the unequal importance of the temporal and quality layers. They use a genetic algorithm to distribute the redundancy to different layers. In [14], a performance metric is proposed to measure the importance of the quality and temporal layers, which are based on the error propagation of a packet loss in a given layer. The authors use the hill climbing method and their performance metric to efficiently assign redundancy to different layers.

The advantage of combining multi-resolution coding with network coding has been studied in [12,13]. In [12], the authors propose a video multicast with joint network coding and video interleaving. They put the temporal layers of different GoPs that have the same importance to the same partition, and perform network coding among the layers of the same partition. The amount of FEC assigned to each partition depends on the importance of that partition. The authors in [13] study the cases of non-coding, random linear coding, and triangular coding, and show that the gain in the case of triangular network coding is more than that of the other cases. They also propose a triangular coding scheme for multi-hop networks.

The work in [26] combines ARQ with the triangular coding scheme and rate control. The authors assume that each user requests the desired number of layers from the source node. In [27], the authors apply multi-generation coding, which is similar to triangular coding. In their proposed method, they distribute the redundant transmissions between different coded layers evenly.

The authors in [19] show that the performance of the previously proposed triangular inter-layer coding schemes are poor, and they use the estimated number of decodable layers as a measure to find how many layers should be coded to enhance the coding performance. In order to find the optimal triangular coding strategy (transmissions distribution) in the case of multiple users, the authors create a reference table which contains the number of decodable layers for a given delivery rate and triangular coding strategy. They also propose a set of optimization techniques to reduce the time
complexity of the search for the optimal solution. These optimizations include controlling the number of packets that should be assigned to different layers in each round of the algorithm run (granularity), and checking the decodability of a set of packets without using Gaussian elimination. Using the reference table, the source node can search for the optimal solution given the delivery rates of the receivers.

3. Setting

We consider a single-hop wireless network shown in Fig. 1, in which a source node multicasts a scalable video to a set of destinations over erasure wireless channels. We represent the ith destination as \( d_i \). The delivery rate from the source to \( d_i \) is represented as \( p_i \).

The transmitted video is coded using H.264/SVC (scalable video coding) video compression standard, which can encode a video into temporal, spatial and quality layers [12,13]. In this paper we consider temporal and spatio (resolution) video layers, and assume that the encoded video contains \( m \) and \( n \) temporal and spatio layers, respectively. The temporal layers are correspondent to the time sequence frames of the videos. In contrast, the spatio video layers are correspondent to the resolution of the video frames. Receiving more spatio and temporal layers increases the quality of the decoded video (note that the video quality is different than the quality layers). However, a spatio layer is almost useless without having access to all of the spatio layers with a smaller index. The same characteristic exists between the temporal video layers.

Fig. 2(a) shows the temporal layers of a video and the dependencies between them. Fig. 2(b) depicts the same dependencies in a different way. In this figure, layers \( l_1 \) to \( l_4 \) represent the temporal layers. As Fig. 2(c) shows, each temporal layer itself contains some spatio layers. The first spatio layer of each temporal layer is the base layer. The next spatio layers are enhancement layers, which can increase the quality of the video. Similar dependencies as those in Fig. 2(a) and (b) exist between the enhancement spatio layers of different temporal layers, which are not shown for simplicity.

We represent the total number of transmissions for a GoP that the source node can perform as \( X \). The distribution of these transmissions to the layers is shown as \((x_{1,1}, \ldots, x_{m,n})\). Moreover, the number of received packets for different layers is represented as \((y_{1,1}, \ldots, y_{m,n})\). We assume that layer \( l_{i,j} \) contains \( r_{i,j} \) packets.

As the different users (destinations) have different wireless channel conditions (delivery rates), they receive different numbers of layers. Consequently, the quality of the decoded videos at the destination nodes are different. These qualities not only depend on the number of received layers, but also on which layers have been received. Our objective in this work is to maximize the total quality of the received video by the destination nodes. In our simulations, we use both the number of decoded layers and the PSNR of the decoded videos to evaluate our methods. The set of symbols used in this paper is summarized in Table 1.

4. Robust network coding schemes

Our video transmission method has two phases. In the first phase, we decide about the NC scheme that should be used to code the video layers. In the second phase, the total number of transmissions are distributed among the possible network coded packets of the selected NC scheme. Before discussing about the NC schemes on video layers, we provide some preliminary on NC.

4.1. Background on network coding

In this paper, random linear network coding (RLNC) is used to code the video packets. In RLNC, coded packets are random linear combinations of the original packets over a finite field of size \( q \). Each coded packet is in the form of \( \sum_{k=1}^{x} \alpha_k \times P_i \). Here, \( \alpha_k \) and \( P_i \) are random coefficients and the packets, respectively. The coefficients are selected with a uniform distribution over a finite field. Also, \( k \) is the number

<table>
<thead>
<tr>
<th>Notation</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>( d_i )</td>
<td>The ith destination node.</td>
</tr>
<tr>
<td>( p_i )</td>
<td>The delivery rate of the link between the source and the ith destination node.</td>
</tr>
<tr>
<td>( l_i )</td>
<td>The ith temporal video layer.</td>
</tr>
<tr>
<td>( l_{i,j} )</td>
<td>The spatio layer of the ith temporal layer.</td>
</tr>
<tr>
<td>( k_{i,j} )</td>
<td>Number of packets in layer ( l_{i,j} ).</td>
</tr>
<tr>
<td>( X )</td>
<td>Total number of transmissions for a GoP.</td>
</tr>
<tr>
<td>( x_{i,j} )</td>
<td>The number of transmitted triangular coded packets over layer ( L_{i,j} ).</td>
</tr>
<tr>
<td>( y_{i,j} )</td>
<td>The number of received triangular coded packets over layer ( L_{i,j} ).</td>
</tr>
<tr>
<td>( m )</td>
<td>The number of temporal layers.</td>
</tr>
<tr>
<td>( n )</td>
<td>The number of spatio layers.</td>
</tr>
<tr>
<td>( \alpha )</td>
<td>Random coefficient for the linear coded packets.</td>
</tr>
</tbody>
</table>
of packets that are coded together. Instead of transmitting the original packets, the source node generates and transmits random coded packets over the $k$ packets. In order to decode the coded packets and retrieve the original packets, the destination nodes need to receive $k$ linearly independent coded packets. They can use Gaussian elimination to decode the coded packets.

Using the general form of RLNC for layered videos has a problem. Consider 3 single-packet video layers $l_1$, $l_2$, and $l_3$, which contain packets $P_1$, $P_2$, and $P_3$, respectively. If we perform RLNC on these layers, we should combine these 3 packets together, and the coded packets will be in form of $\alpha_1 P_1 + \alpha_2 P_2 + \alpha_3 P_3$. Using RLNC, two cases can happen. If a destination node receives 3 linearly independent coded packets, it will be able to decode all of the 3 layers. In contrast, in the case of receiving less than 3 linearly independent coded packets, the destination cannot decode and retrieve any packet. As a result, none of the layers will be decodable. It means that using RLNC, there is no way to receive a subset of the layers. The probability of receiving a certain number of linearly independent coded packet is impacted by the value of $q$.

In order to solve this problem, triangular network coding is proposed. In triangular coding, the $i$-th coded layer is a linear combination of the packets in the first $i$ layers. The triangular coded packets of the previous example are shown in Fig. 3. The coefficients are not shown for simplicity. Using triangular coding, if a destination node receives 2 linearly independent coded packets over packets $P_1$ and $P_2$, it can decode the packets and retrieve layers $l_1$ and $l_2$. Moreover, it is possible to receive layer $l_3$ alone.

The triangular NC can be easily generalized to the case of multiple packets per layer. Assume that layer $l_i$ contains $r_i$ packets. In order to code layers $l_1$ to $l_i$, we code all of the packets in these layers. For example, the coded packets over layer $l_1$ are random linear combination of the packets in $l_1$. As a result, in order to retrieve layer $l_1$, $r_1$ coded packets over this layer are required. Moreover, in order to code layers $l_1$ and $l_2$, we code the packets of these 2 layers together.

### 4.2. Network coding schemes for video transmission

Without loss of generality, we describe the NC schemes in the case of single packet per layer. In Fig. 2, we have 4 temporal and 3 spatio layers. We can reshape the video layers structure in Fig. 2 and simplify the layer dependencies to Fig. 4(a). Each row and column in Fig. 4(a) represents a spatio and a temporal layer, respectively. Also, the figure shows the dependencies between the layers. For example, layer $l_{2,2}$ is dependent on layer $l_{1,2}$ and $l_{2,1}$ directly. Moreover, layer $l_{2,2}$ is indirectly dependent on layer $l_{1,1}$. It can be inferred from Fig. 4(a) that layer $l_{2,b}$ is not useful unless we have access to layers $l_{1,j}; \forall 1 \leq i \leq a, 1 \leq j \leq b$. In the case of one-dimensional layered videos, there is only one triangular coding scheme, as described in the previous section. However, for two-dimensional layered videos, there are several ways to choose which layers to code together. In the following sections we discuss the possible coding approaches.

#### 4.2.1. Canonical triangular coding

The work in [19], performs triangular NC on the quality layers. In canonical triangular coding, the $k$th coded layer is a linear coded layer over the first $k$ quality layers of all of the temporal layers. In other words, the coded layer $k$ is in the form of $\sum_{i=1}^m \sum_{j=1}^k \alpha \times l_{i,j}$. In this paper, we consider spatio layers instead of the quality layers. As a result, if we apply this method in our setting, we should replace quality layers with spatio layers.

#### 4.2.2. Vertical triangular coding

In the case that we want to give more priority to the spatio layers, we can first perform the triangular coding scheme on the spatio layers of the first temporal layer, as shown in Fig. 4(a)–(c). In this method, the first coded layer contains only layer $l_{1,1}$. The second coded layer is coded over layers $l_{1,1}$

![Fig. 3. (a) The 3 original packets. (b) The 3 triangular coded packets. The coefficients are not shown for simplicity.](image)

![Fig. 4. Vertical triangular network coding scheme.](image)
and $l_{1,2}$. In general, the first $n$ coded layers are in the form of
$$\sum_{j=1}^{k} \alpha \times l_{1,j}, \quad \forall k: 1 \leq k \leq n.$$ Fig. 4(a)–(c) show the first 3 coded layers using the vertical coding scheme. As depicted in Fig. 4(d), after coding the spatio layers of the first temporal layer, we perform triangular coding on the temporal layers. The next coded layers contain layers $l_{1,1}$ to $l_{3,3}$ (Fig. 4(e)), and the last coded layer contains all of the layers as shown in Fig. 4(f).

4.2.3. Horizontal triangular coding
This scheme is the reverse of the vertical triangular coding scheme. We first apply triangular coding on the temporal layers of the first spatio layer. Then, for the second spatio layer, we code all of the temporal layers of the first and second spatio layer together. This process is repeated for the other spatio layers. In contrast with the vertical coding scheme, horizontal coding gives more priority to the temporal layers than the spatio layers. The set of possible codings in the case of 4 temporal and 3 spatio layers is shown in Fig. 5.

4.2.4. Diagonal triangular coding
This scheme gives the same priority to the temporal and spatio layers. Figs. 6(a)–(d) show our diagonal triangular coding scheme. The first layer is $l_{1,1}$, which is not coded with the other layers. The second layer contains layers $l_{1,3}, l_{1,2}, l_{2,1}$, and $l_{2,2}$. In the same way, the third coded layer is coded over layers $l_{i,j}: 1 \leq i, j \leq 3$. If $n$ and $m$ are not equal, the shape of the layers becomes non-square as depicted in Fig. 6(d). In this case, after reaching the last spatio or temporal layer, depending on whether $n$ or $m$ is smaller, we just increase the index of the other dimension in the next coded packets. Assuming that $n$ is smaller than $m$, the general form of the coded packets is:
$$\sum_{i,j \in [1,k]} \alpha_{i,j} l_{i,j}, \quad \forall 1 \leq k \leq n$$
$$\sum_{i \in [1,k], j \in [1,n]} \alpha_{i,j} l_{i,j}, \quad \forall n < k \leq m$$

4.2.5. General two-dimensional triangular coding
The coded layers in the general triangular coding are the union of the above schemes. In this scheme, any layer $l_{i,j}$ is coded with the layers $l_{1,1}$ to $l_{i,j}$. For example, as Fig. 4(b) shows, layer $l_{1,2}$ is coded with layer $l_{1,1}$. Moreover, in Fig. 6(b), layers $l_{1,1}$ to $l_{2,2}$ are coded together. If we want to code layer $l_{3,3}$, we code all of the layers with $i$ and $j$ in the range of 1 and 3. The idea behind this coding scheme is that because of the dependencies between the layers, layer $l_{i,j}$ is not useful unless the layers with smaller $i$ and $j$ indices are available to the user. In this coding scheme, we have $mn$ possible coded layers.

It is shown in [19] that finding the optimal distribution of the transmissions to the different layers is a difficult problem, even in the case of a one-dimensional scalable video. Therefore, it is not a straightforward task to find the optimal distribution in the general triangular coding. Due to too many coding possibilities in the case of general two-dimensional coding (specifically $mn$), the time complexity of finding the optimal distribution of the transmissions is high. As a result, we avoid this type of coding in our work.

4.2.6. Coding speed
In order to make the diagonal coding scheme more general, and at the same time keep the complexity of the method low, we introduce the concept of coding speed (CS). Coding speed is a triple $CS = (z_1, z_2, z_3)$. Here, $z_1$ shows the number of spatio layers that should be added to the coded layer...
before a temporal layer be added. In the same way, $z_2$ represents the number of temporal layers that should be added to the coded layer before a spatio layer be added. Also, $z_3$ shows whether the coding direction is first horizontal or vertical. In more details, $s_3 = 0$ and $s_3 = 1$ mean that the coding direction is first vertical and horizontal, respectively. The possible codings with coding speed $CS = (1, 2, 1)$ are shown in Fig. 7. Here, $z_3 = 1$ means that the coding starts in the horizontal direction. Also, $z_1 = 1$ and $z_2 = 2$ mean that, after adding 2 temporal layers (horizontal), 1 spatio layer (vertical) will be added to the coding set. This process will be repeated until we reach the last temporal and spatio layers.

As shown in Fig. 7(a), the first coded layer only includes layer $l_{1,1}$. We need to first add 2 temporal layers to the coding set, and then add one spatio layer to the coding set. As shown in Fig. 7(b) and (c), layers $l_{2,1}$ and $l_{3,1}$ are added to the coding set. In Fig. 7(d), we add layer $l_{3,2}$ to the coding set. In order to add layer $l_{3,2}$, we also need to include layers $l_{1,2}$ and $l_{2,2}$. We perform the coding as an atomic procedure, which means, in each step, we just increase the height or length of the coding set.

We refer to this scheme as speed triangular coding (STC). The horizontal and vertical triangular coding schemes are subsets of the STC method with a coding speed equal to $CS = (m - 1, n - 1, 1)$ and $CS = (m - 1, n - 1, 0)$, respectively. The optimal CS depends on the video coding scheme and the rates of the layers. For example, in the cases that the temporal layers have more of an impact on the video quality than the spatio layers, e.g. videos that the similarity between their frames is low, more speed can enhance the quality of the video played by the users. In contrast, if the spatio layers are more important than the temporal layers, a speed less than 1 might be better.

### 4.3. Comparing the coding schemes

It is clear that receiving more layers increases the video watching experience. In other words, receiving more layers reduces video distortion. However, if we want to have a comparison between the temporal and spatio layers, we can consider receiving more temporal layers as a smoother playback of the videos, and more spatio layers as frames with a higher resolution. Therefore, the horizontal triangular coding provides a smooth playback, and the vertical triangular coding gives more priority to the resolution of the frames. Moreover, the diagonal triangular coding gives the same importance to the resolution and the smoothness of the videos. Because of the time complexity necessary to find the optimal solution using the general form of two-dimensional network coding is high, we do not use it in our work.

Referring to the above discussion, we can set up coding speed by performing a trade-off between playback smoothness and resolution of the video, or by considering the overall distortion. Coding speeds with $z_3 = 1$ and a large $z_2$ gives more priority to the smoothness. Also, coding speed with $z_3 = 0$ and large $z_1$ gives more importance to the resolution. In the extreme cases, the coding becomes similar to the vertical and horizontal triangular coding. Moreover, in the case of a coding speed equal to $CS = (1, 1, 1)$ or $CS = (1, 1, 0)$, the importance of the resolution and smoothness are the same. From an overall distortion perspective, we should try to minimize the distortion of the video.

### 5. Optimal transmissions distribution

After deciding on the coding scheme, we need to distribute the transmissions among the coded layers of that coding scheme. Consider a video with 4 temporal and 3 spatio layers that is coded using a horizontal coding scheme. Using the horizontal coding scheme, we will have 6 coded layers $L_{1,1}, L_{2,1}, L_{2,2}, L_{3,1}, L_{4,1}, L_{4,2},$ and $L_{4,3}$. Considering the limited time and bandwidth, the question is that how many times the source node needs to transmit the packets of each coded layer. Similar to the work in [19], in order to find the optimal solution, we check all of the possible distributions and select the distribution that maximizes the total gain. With the purpose of reducing the time complexity of checking all of the possible distributions, we can assign the transmissions to different layers with granularity $g$.

In our method, we generate a reference (look-up) table which shows the decoding probability of each layer for each possible distribution of the transmissions and a delivery rate. It should be noted that the reference table needs to be generated just once, and the source node can use it to find the
optimal distribution in any delivery rate scenario. Having the reference table, the source node can easily search the reference table to find the best distribution scheme in the case of multiple destinations with different delivery rates. In the following sections, we first propose an algorithm for creating a reference table in the case of single packet per layer. We then extend the algorithm to the case of multiple packets per layer.

5.1. Avoiding Gaussian elimination

We denote a transmission distribution as \((x_{1,1}, \ldots, x_{m,n})\), and the number of received transmissions by a destination node as \((y_{1,1}, \ldots, y_{m,n})\). In order to check the probability of successful decoding each layer for a given transmission distribution, we need to check which layers can be decoded for each possible outcome (transmission receptions). For example, assuming that the transmissions of 2 coded layers \(L_{1,1}\) and \(L_{2,1}\) is equal to \(x = (1, 1)\), the possible outcomes are \(y = (0, 0), y = (1, 0), y = (0, 1)\), and \(y = (1, 1)\). One approach to check the layers that can be decoded is using Gaussian elimination. In order to reduce the time complexity of reference table creation, we want to avoid Gaussian elimination. In [19], a remark is proposed to calculate the number of decodable layers for a given reception outcome, without Gaussian elimination for the case of one-dimensional layered-videos. There is a proof for the remark in [19]; however, we prove it here for two reasons. First, it gives an insight for a remark in the case of two-dimensional triangular coding and its proof. Moreover, our proof provides more details than those in [19]. Here, we assume a large field size, e.g. \(q \geq 2^8\). As a result, as shown in [28], with a high probability, the generated random linear network coded layers are linearly independent. For a small field size \(q\), the coded layers might not be linearly independent.

**Remark 1.** Under a one-dimensional triangular coding and a reception outcome \((y_1, \ldots, y_m)\), the user can decode layers up to \(l_a\) if and only if:

\[
\sum_{i=h}^{a} y_i \geq a - h + 1, \quad \forall h : 1 \leq h \leq a
\]

**Proof.** Assume that we have \(a\) coded packets over layers \(l_1\) to \(l_a\) with a rank equal to \(a\), which means that layers \(l_1\) to \(l_a\) can be decoded. Also, assume that for a given \(h\), we have \(\sum_{i=h}^{a} y_i \leq a - h + 1\). As a result, the number of coded packets over layers \(l_1\) to \(l_{h-1}\) is equal to \(\sum_{i=h}^{a-1} y_i > a - (a - h + 1) = h - 1\). Consequently, we have at least \(h\) coded packets over the first \(h - 1\) layers. It means that these coded packet cannot be linearly independent, which contradicts the assumption. \(\square\)

For example, the client can decode layers \(l_a\) and its predecessor layers \(l_1, l_2,\) and \(l_3\), if and only if \(y_4 \geq 1, y_4 + y_3 \geq 2, y_4 + y_3 + y_2 \geq 3,\) and \(y_4 + y_3 + y_2 + y_1 \geq 4\).

The Remark 1 gives us an insight for the decodability conditions in the case of two-dimensional coding:

**Remark 2.** Under any two-dimensional triangular coding scheme, for a reception outcome \((y_{1,1}, \ldots, y_{m,n})\), the user can decode layers up to \(l_{a,b}\) if and only if:

\[
\sum_{i=h}^{a} \sum_{j=k}^{b} y_{i,j} \geq (a - h + 1)(b - k + 1)
\]

\[
\forall h, k : 1 \leq h \leq a, 1 \leq k \leq b
\]

(2)

**Proof.** Assume that we have \(ab\) coded packets over layers \(l_{1,1}\) to \(l_{a,b}\) with a rank equal to \(ab\). In other words, layers \(l_{1,1}\) to \(l_{a,b}\) are decodable. Moreover, assume that \(h\) and \(k\) are the largest indices such that:

\[
\sum_{i=h}^{a} \sum_{j=k}^{b} y_{i,j} < (a - h + 1)(b - k + 1)
\]

As a result, the number of coded packets over the layers with smaller indices that \(h\) or \(k\) is equal to:

\[
\sum_{i=1}^{b-1} \sum_{j=1}^{a-1} + \sum_{i=1}^{a} \sum_{j=1}^{k-1} > ab - (a - h + 1)(b - k + 1)
\]

\[
= ak - a + hb - hk + i - b + k - 1
\]

\[
= a(k - 1) + b(h - 1) - (h - 1)(k - 1)
\]

(3)

On the other hand, the number of packets involved in these coded layers is equal to \(a(k - 1) + b(h - 1) - (h - 1)(k - 1)\). As a result, the number of coded packets on these original layers is greater than the number of original packets. It means that these coded packets cannot be linearly independent, which contradicts the assumption. \(\square\)

As an instance, the client can decode layers \(l_{2,2}\) and its predecessor layers \(l_{1,1}, l_{1,2}, \) and \(l_{2,1}\), if and only if \(y_{2,2} \geq 1, y_{2,2} + y_{1,2} \geq 2, y_{2,2} + y_{2,1} \geq 2,\) and \(y_{2,2} + y_{1,2} + y_{2,1} + y_{1,1} \geq 4\).

5.2. Reference table creation

In order to create the reference table, we first produce all the possible distributions of the \(X\) transmissions given a specific coding scheme. The distribution algorithm for diagonal coding is shown in Algorithm 1. In order to distribute \(X\) transmissions among the layer, we should call the algorithm with parameters \(X, i = 1,\) and \(j = 1\). The algorithm recursively calls itself until \(i\) and \(j\) reach \(m\) and \(n\), respectively. During each run of the algorithm, the remaining transmissions are assigned to each valid triangular coding. After producing a possible distribution, the reference creation algorithm

---

**Algorithm 1** Distribution algorithm for diagonal coding.

\[
\text{if} \quad \text{dist}(x, i, j, X) \quad \text{then}
\]

\[
\frac{1}{m} \quad \text{for} \quad k = 1 \text{ to } X \text{ do}
\]

\[
x_{i,j} = k
\]

\[
\frac{1}{m} \quad \text{if} \quad i \leq m \text{ and } j \leq n \text{ then}
\]

\[
\text{dist}(i + 1, j + 1, X - k)
\]

\[
\text{else if} \quad i \leq m \text{ then}
\]

\[
\text{dist}(i + 1, j, X - k)
\]

\[
\text{else}
\]

\[
\text{dist}(i, j + 1, X - k)
\]

\[
\text{RTC}(1, 1, x)
\]
(RTC) is called to calculate the successful decoding probability of each layer and to fill the reference table.

In order to find the successful decoding probability of a layer, we need to check if a given layer is decodable in the different possible delivery outcomes. The RTC algorithm receives a given distribution for each outcome and creates the possible delivery outcomes. It first sets the decodability of each layer to 1. It then checks Remark 2 for each layer to find which layers are not decodable under each delivery outcome. Then, the RTC algorithm calculates the probability of that specific outcome happening, and add this probability to the cell corresponding to the decodable layer with the largest indices. The algorithm calculates this probability in terms of different packet delivery rates. In this paper, we consider 0.05 as the granularity of the packet delivery rates. The details of the RTC algorithm are shown in Algorithm 2.

Algorithm 2 Reference Table Creation (RTC).

```plaintext
for each outcome y do
    for i = 1 to m do
        dec(i, j) = 1
    for a = 1 to m do
        for b = 1 to n do
            dec(a, b) = 0
            for h = 1 to a, k = 1 to b do
                if \( \sum_{i=a}^{a+b} \sum_{j=b}^{j+k} y_{i,j} < (a - h + 1)(b - k + 1) \) then
                    dec(a, b) = 0
            for i = 1 to m do
                for j = 1 to n do
                    if dec(i, j) = 1 then
                        for p = 0.05 to 1, step = 0.05 do
                            q = prob(receiving y out of x) transmissions
                            RT(i, j, p) = q
```

Fig. 8 shows a part of a three-dimensional reference table, which is created for a given transmission strategy x. The figure depicts the successful decoding probability of each layer in the case of a delivery rate equal to 0.95. In this figure, we represent the successful decoding probability of layer \( L_{i,j} \) for delivery rate \( p \) as \( q_{i,j,p} \). For each delivery rate, there will be a matrix similar to that in Fig. 8.

5.3. Extension to varying number of packets per layer

In the previous sections and the proposed algorithm, we assumed that each layer contains a single packet. However, the different layers of the videos might be encoded at different bitrates, and as a result, contain different number of packets. Remark 2 and the proposed algorithm can be easily extended to the case of multiple packets per layer. We just need to change the decoding condition in Remark 2 and use it in the algorithm. Considering \( r_{i,j} \) packets in layer \( l_{i,j} \), the decoding condition in Remark 2 becomes:

\[
\sum_{i=h}^{a} \sum_{j=k}^{b} r_{i,j} \geq \sum_{i=h}^{a} \sum_{j=k}^{b} r_{i,j} \\
\forall h, k : 1 \leq h \leq a, 1 \leq k \leq b
\]  

(4)

6. Evaluation

In this section we evaluate our proposed methods by comparing them with the Percy method [19]. In Percy, the triangular coding is performed among the spatio layers (in [19], quality layers are mentioned; however, Percy can be applied on spatio layers instead of the quality layers). Therefore, the first coded layer contains layers \( l_{1,1} \) to \( l_{m,1} \). The next coded layers are similar to those of the horizontal coding. Different from their work, we consider spatio and temporal layers. In order to evaluate the methods, we implemented a simulator in the MATLAB environment. Moreover, we use JSVM reference software [29] for encoding and decoding videos and measuring the PSNR of the decoded videos.

6.1. Simulation setting

We use the Bus [30] and Akiyo [31] video sequences in our evaluations, which are shown in Fig. 9. The resolution and the frame rate of the videos that we use are equal to 352 × 288 pixels and 30 frames per second, respectively. We partition the videos to 4 and 3 temporal and spatio layers. The resolution of the spatio layers 1, 2, and 3 are equal to 176 × 144, 320 × 240, and 352 × 288, respectively. Fig. 9(a) and (b) depict the decoded video frames using the base layer and the 3 spatio layers of the Bus video sequence.
We evaluate the methods in terms of number of decodable layers and PSNR. We calculate the PSNR of the decoded videos using the PSNR Static function provided in JSVM. We use the decoded video using all of the layers as the reference to calculate the PSNR. Before we calculate the PSNR of a decoded video, we upsample the decoded video to make its frame rate and resolution consistent with that of the reference video. The PSNR of the decoded videos for different layers of the Bus and Akiyo video sequence are shown in Tables 2 and 3, respectively.

In the simulations, we set \( CS = (1, 1, 1) \) for the speed coding method. We run the simulations for 1000 random delivery rates, and show the average output in the plots.

### 6.2. Simulation results

#### 6.2.1. Number of decodable layers

In the first experiment, we measure the number of decodable layers in the case of single user in Fig. 10. We assume single packet per layer, and set the total number of transmissions to 12. As expected, the figure shows that the number of decodable layers increases as the delivery rate of the link increases. Moreover, the number of decodable layers of the horizontal coding is always more than that of the Percy method. The reason is that the coding in the Percy method is a subset of the coding possibilities in the horizontal approach. However, for some of delivery rates, the Percy method delivers more layers that of the vertical approach. Fig. 10 shows that the number of decodable layers in the horizontal and vertical methods are up to 12 and 33% more than that of the Percy method, respectively. In this plot, the total number of transmissions is equal to the number of packets in the video. The idea behind selecting this low number of transmissions is to measure the quality of the received videos in the case of limited bandwidth.

We repeat the previous experiment in the case of 15 packet transmissions. The result is depicted in Fig. 11. The figure shows that in the case of a delivery rate equal to 0.9, the number of received videos in different methods becomes very close to each other. The reason is the high delivery rate and high redundancy level. However, for a moderate delivery rate, the number of received layers using our methods is still more than that of the Percy method.

Fig. 12(a) shows the average number of decodable layers for different numbers of users. The total number of transmissions in this experiment is set to 12, and the reliability of the links are randomly chosen in the range of \([0.4, 0.9]\). In other words, the reliability is distributed uniformly in the specified range. As the figure illustrates, the average number of decodable layers by the users decreases as we increase the number of users. The reason is that, as we increase the number of users, the diversity of the channels’ delivery rates increases. In this case, it is probable that a good distribution choice for a user is not appropriate for another user. Therefore, we cannot satisfy all of the users at the same time. It can be inferred from the figure that the number of decodable layers in the speed coding method is up to 14% more than that of the Percy method.
Fig. 13. Bus video sequence [30]. PSNR of the decoded video in the case of single user. \( m = 4, n = 3, X = 20, CS = 1 \).

Fig. 14. Akiyo video sequence [31]. PSNR of the decoded video in the case of single user. \( m = 4, n = 3, X = 20, CS = 1 \).

We increase the total number of transmissions to 14 and repeat the previous experiment. The result is shown in Fig. 12(b). It is clear that a higher number of transmissions results in more decodable layers. The figure illustrates that the speed coding scheme and the Percy method has the highest and lowest number of decodable layers, respectively.

6.2.2. PSNR

In the previous experiments, we just checked the number of decodable layers. However, the relation of number of decodable layers and the quality of the video is not always linear. Therefore, we also measure the PSNR of the decoded videos. In Fig. 13, the PSNR of the decoded videos in the case of single user are shown for different delivery rates. The Bus video sequence contains 18 packets, and the number of transmitted packets is equal to 20. The figure shows that the PSNR of the decoded video increases as the delivery rate of the link increases. Fig. 13 depicts that the PSNR of the vertical, diagonal, and the speed coding methods are up to 45% more than that of the Percy method.

In Fig. 14, we repeat our last experiment on Akiyo video sequence. The figure shows that our proposed methods can deliver a higher video quality than the Percy method in terms of PSNR. By comparing Figs. 13 and 14, we can say that our methods are more efficient in the case of Bus video sequence than the Akiyo sequence. That is because of the different video characteristic. The Bus video sequence is more dynamic than the Akiyo video. As a result, losing some temporal or quality layers has a less impact on the total PSNR of the decoded video. In other words, the Akiyo video is naturally more robust against losses than the Bus video trace. As a result, even with an inappropriate protection method, the quality of the decoded video is higher than that of the Bus video.

Fig. 15(a) shows the average PSNR of the decoded videos in the case of multiple users. The number of users varies from 1 to 5. Moreover, the reliability of the links are randomly chosen in the range of [0.4, 0.9]. The figure shows that the PSNR of the vertical coding method is up to 20% more than that of the Percy method. Moreover, the average PSNR decreases as the number of users increases. As mentioned before, the reason is that as we increase the number of users, the diversity of the channels’ delivery rate increases, which results in a decrease in the average number of layers delivered to the users.

In the next experiment, we increase the number of transmissions to 20, and repeat the previous experiment. The result is shown in Fig. 15(b). As the number of transmissions increases, the gap between our coding methods decreases, which is due to the larger number of received layers in all of the methods. However, the PSNR of the Percy method is still much less than that in our methods. As Table 2 shows, in the Bus video sequence, the spatio layers have more of an impact on the PSNR. However, the Percy method cannot deliver partial temporal layers, and cannot assign more transmissions to the spatio layers than the temporal layers, which results in less PSNR compared to our methods.

We repeat the previous experiment on Akiyo video sequence. As Fig. 16(a) shows, our proposed horizontal triangular coding results in the highest PSNR compared to the other methods. This is in contrast with the case of Bus video trace, in which the performance of horizontal triangular coding was less that of the vertical, diagonal, and speed coding methods (Fig. 15(a)). This can be justified by the difference in the characteristics of the Bus and Akiyo video sequences. As the number of users increase in Fig. 16(a), the average PSNR decreases. However, the slop of this average PSNR loss decrease as we the number of users becomes more.

In Fig. 16(b), we change the number of transmission from 18 to 20. in this figure, the performance of the horizontal coding method is less than that of the Diagonal as speed
coding methods. From Fig. 16(a) and (b) we find that a coding method which is appropriate for a specific number of transmissions might not be efficient for the other number of transmissions.

6.3. Discussion and summary

The presented simulation results suggest that the number of decodable layers in our proposed coding schemes are almost always more than that of the Percy method, which is due to more coding possibilities in our schemes. In the case of single destination, depending on the delivery rate of the link, different coding methods might be optimal. However, in general, the number of decodable layers of the speed coding method is more than that of the other methods. Also, the Percy method has the lowest number of decodable layers and PSNR among the compared methods.

Comparing the number of decodable layers and the PSNR values of the different methods, we can find that the relation between the number of decodable layers and PSNR is not linear. For instance, in the case of multiple users, the speed method has the largest number of decodable layers among the evaluated methods. However, for Bust video sequence, its PSNR is less than that of the vertical coding method.

7. Conclusion

As a result of the rapid increase in the popularity of wireless devices, such as smartphones and tablets, and video streaming over Internet, wireless video multicasting is becoming an important application. However, the diversity of users’ channel conditions is a challenge to video multicasting to multiple receivers. Multi-resolution video coding, in which a video is divided into a set of base layer and enhancement layers, is an efficient method to address this challenge. In the previous works, it has been shown that a triangular network coding scheme can increase the quality of the received videos by the users. In this work, we propose a two-dimensional network coding method to further increase the users’ experience. In our coding scheme, we combine both temporal and spatio layers together, and we introduce a search algorithm to find the optimal distribution of the transmissions to different coded layers. Through simulations results, we show the effectiveness of our two-dimensional coding scheme, as compared to the one-dimensional network coding scheme. Our future work is to analyze the effect of spatio and temporal layers on the video quality, and to find a mechanism to select the appropriate coding strategy based on the characteristics of the videos.
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