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Theoretical Motivation

Abstract

The goal is to determine the requirements for transport protocol, video compression, and the interaction between the transport and compression layer for video communication over IP. We consider the case of a real-time video transmission among a small number of participants. For example, this is the case for video conferencing, but excludes video broadcasting. In most applications, there is at least one more stream that needs to be transmitted with a higher priority than video stream, e.g., audio stream in video conferencing. We will call this higher priority stream A and the video stream V. 

Under these assumptions, we derive by theoretical consideration and experimental results that the following requirements are necessary:

1. A very simple and obvious solution to eliminate visual artifacts in video stream over IP is to use a reliable protocol for video transport.

2. Congestion control for transport V as well as A is necessary to limit the delay resulting from packet retransmission for V and to keep the high priority of stream A.

3. A transport protocol is necessary in which the higher priority of stream A can be described and realized.

4. A kind of sliding window streaming of V is necessary to keep the high priority of stream A.

5. Frame based control of the video compressor is necessary to satisfy 4. (The common video compression standards like H26x and MPEGx allow only control for group of frames).

1. Reliable transport of video stream

A common practice is to do real-time video streaming over UDP. For most networks, this means packet loss, since UDP is an unreliable transport protocol. On the other hand, it is well-known that compressed video is very sensitive to packet loss, due to motion compression in the time domain. Packet loss and other transmission errors lead to errors in the displayed video on the receiver side, commonly called visual artifacts. Therefore, there is a tremendous amount of research in video compression to make video stream more robust to the transmission errors. The main goal of this research is to limit the impact of transmission errors on the visual artifacts in the temporal as well as in the spatial domain. Notice, however, that although the impact of transmission errors on visual errors can be reduced, it is impossible to eliminate the visual artifacts resulting form the transmission errors, due to unpredictable nature of visual information.

A very simple solution to this problem is a reliable transport of video stream. Although this solution is not always possible, e.g., broadcasting, there are important real-time applications where it can be easily applied. This is always the case for real-time video streaming with a limited number of participants, e.g., video telephone or video conferencing. Another application is one-way video streaming from an unmanned vehicle. To remotely drive an unmanned vehicle, a video stream with no artifacts is necessary. 

2. Congestion control

The usage of a reliable transport protocol for real-time video streaming has immediate implications. One of the obvious implications is that congestion control is necessary in order to limit the delay in transmission time of video frames resulting form packet retransmission. 

3. Two-stream problem

For the kind of applications we consider, there is at least one more stream that needs to be transmitted with a higher priority than video stream. For example, in video telephone, every 40ms an audio packet is send. Clearly, audio information is the most important here, and audio stream A tolerates only a very limited delay and jitter of the packets. Consequently, video stream V should only take the remaining bandwidth and should influence as little as possible the audio stream A. If stream V takes more than remaining bandwidth, then we will have packet loss in A and a delay (due to retransmission) in V. A similar situation is in remotely driving an unmanned vehicle, where stream A may curry the sensory and position information. Thus, we have the following problem

The two-stream problem:

Sender sends streams A and V to the receiver over IP. In stream A packets are send regularly, say every 40ms a single packet is send. We assume that the available transmission bandwidth is higher than the required bandwidth for stream A.

We want stream A to be as little as possible affected by stream V and we want stream V to take as much as possible of the remaining bandwidth. We also want a minimal delay for both streams. 

4. Priority aware congestion control

Due to the two-stream problem, a `priority aware` congestion control scheme is needed that will not delay transmission of packets of stream A while attempting to transmit or retransmit packets from stream V. 

A priority aware congestion control can be achieved in two different ways: on the transport protocol layer, a transport protocol is needed with priority aware congestion control (notice that none of the standard transport protocols offers this feature), and on the application layer, where the application gives higher priority to the data of stream A. For example, if stream A is sent over UDP and stream V is sent over TCP, then the application needs to monitor the amount of data for stream V in order not to affect the stream V. This is hard to achieve since TCP returns very little information to the application on the status of the transmission.

Both ways of achieving the priority aware congestion control require either extension or development of new transport protocols. Either more information on the transport status needs to be passed to applications or transport layer should be able to handle differently the transmission of packets with different priorities.

5. Unreliable and reliable streams in the same transport protocol

If we want priority aware congestion control to be achieved on the transport layer, then we need a single transport protocol that can transmit simultaneously both streams A and V. Since there may be not enough time to retransmit packets in A, which is often the case in video telephony, this transport protocol must be able to handle unreliable transport mode for A and reliable for V. 

From the point of view of video telephone application, this means that we allow for temporal lost of synchronization between stream A and V. This seems to be a significantly better reaction to transport problems that visual artifacts introduced by unreliable transport of stream V. On the other hand, packet loss in the audio stream can be significantly better compensated on the application layer than this is the case for video. 

In the context of remotely driving the unmanned vehicle, both streams A and V may need to be reliable. However, in order to achieve the higher priority of A, both need to be send by the same transport protocol.

6. Interaction between application and transport layer

Since the actual bandwidth may vary, a bandwidth monitoring is necessary to minimize packet loss for reliable as well as for unreliable streams. This can be achieved by TCP like congestion control.

In addition the application, in our case video compressor, should be informed frequently about the transmission status of the submitted data. We assume first hat this is not the case. When the bandwidth drops, the packet loss results in retransmission and in the reduction of the amount of data emitted by the sender. However, the compressor (if uniformed) will still pump data to the transport layer until the transport buffer is full. Since sender is committed to send all the data received from the application, this will cause a significant delay in transmission time, and consequently the receiver will receive video frames that are not actual. If on the other hand, the compressor could react earlier and reduce the amount of data given to the sender, the sender will receive actual frames.

Description of the Experiments

Abstract

We have two main criteria for the experiments derived from the discussion above:

1. We need a reliable transport protocol for video stream V in order to eliminate visual artifacts resulting form packet loss.

2. We always have stream V and stream A with higher priority. Thus, we have the two-stream problem that we need to solve. Any solution to the two-stream problem must make possible to assign priorities to the streams.

Main Constrains:

First stream A (audio) is sent over UDP every 40 ms with constant package size a way below the bandwidth.

Second stream V (video) should take the remaining bandwidth, but do not influence the stream A. Stream V will be motion jpeg.

Measurements

We measure at the receiver: packet loss of A, jitter of A, packet loss of V, jitter of V, how much of the remaining bandwidth V took. 

We measure on the application level connected to V: frame loss.

We measure on the application levels connected to A and V: synchronization of video frames with packages A.

Main Model

In the network card just before the wire, and clearly on the wire, the two streams need to become a single stream. We have the following model for stream A on the wire:
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It seems to be obvious that stream V needs to take the remaining space on the wire in order not to influence the stream A. Thus, we should have the following situation on the wire:

 
In our first set of experiments, we will try to determine under which conditions can we obtain this ideal situation. We will try to obtain the higher priority of the stream A on the application level.

First set of experiments with stream A send over UDP:

E1. V is also sent over UDP

E2. V is sent over TCP

E3. V is sent over SCTP 

In the second set of experiments we will focus on the interaction between the sender and the compressor.

Second set of experiments with stream A send over UDP:

E1. V is also sent over UDP

We have only one constrain that bandwidth A + bandwidth V is not bigger than the total bandwidth.

E2. V is sent over TCP

E2a. Video compressor gives to the sender of V as much data it can.

E2b. Video compressor cooperates with the V sender by stop and wait

E2c. Video compressor cooperates with the V sender by sliding window

E2d. Other modes of cooperation

E3. V is sent over SCTP 

E3a. Video compressor gives to the sender of V as much data it can.

E3b. Video compressor cooperates with the V sender by stop and wait

E3c. Video compressor cooperates with the V sender by sliding window

E3d. Other modes of cooperation

Networks Models:

N1. Simple pipe, no background traffic

Vary: bit rate, packet loss, packet delay

N2. Simple pipe with background traffic

Vary: bit rate, packet loss, packet delay

Packet loss should be natural loss, i.e. result from buffer overflow

Goals

G1. Determine the requirements for the ideal transport protocol (e.g., extensions of SCTP).

G2. Show that TCP is a better protocol for V than UDP with respect to the two streams problem.

G3. Show that SCTP is better than TCP

G4. Determine which cooperation of the video compressor with the sender is the best.

G5. Determine the requirements for video compressor to better cooperate with the transport layer.

Second set of experiments:

Repeat the first set of experiments but vary the amount of transport layer buffering to see if the throughput can be maximized and delay minimized.
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