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ABSTRACT

Thyroid nodule segmentation from ultrasound images is an
important step for early diagnosis of thyroid diseases. This
paper introduces a novel encoder-decoder network architec-
ture, called Semantic Guided UNet (SGUNet), for automatic
thyroid nodule segmentation. In contrast to previous UNet
architecture that only utilizes high-dimensional features on
the up-sampling paths, our SGUNet further abstracts a single-
channel pixel-wise semantic map from the high-dimensional
features in each decoding step, which serves as a high-level
semantic guidance to low-level features for obtaining more
accurate nodule representation. We evaluate our SGUNet
on Thyroid Digital Image Database (TDID) with high noise,
blurry nodule boundaries and no embedded calipers, which
marks the extremes of nodules. The 5-fold cross validation
experiments show that our SGUNet achieves 72.9% in terms
of Dice Coefficient, yielding 2.0% and 2.4% improvements
with respect to traditional UNet and its variant UNet++.

Index Terms— Deep Convolutional Neural Networks,
Thyroid nodule, Segmentation, Semantic guidance.

1. INTRODUCTION

Thyroid nodules are among the most common endocrine com-
plaints in the adult population and they are clinically impor-
tant primarily due to their malignant potential [1]. For de-
tection and evaluation of thyroid nodules, ultrasound tech-
nology is widely employed to provide information with re-
gard to nodule dimensions, structure, and thyroid parenchy-
mal changes [2]. Segmentation is an essential step to detect
and produce region of interest (ROI) of nodules, which is ben-
eficial for analysis in nodule characteristics and forthcoming
diagnosis. However, due to the inherent characteristics of ul-
trasound images, such as attenuation, speckles, shadows, low
contrast, and signal loss, it is very challenging to segment thy-
roid nodules from these images.

The traditional thyroid nodule segmentation methods
have been reviewed in [2], which can be roughly divided into
three categories: contour and shape based methods, region
based methods, and machine learning methods [3, 4]. Due to
the powerful ability to abstract high-level semantics from raw

images, there is a remarkable progress for thyroid nodule seg-
mentation using deep convolutional neural networks (CNNs).
Fully convolutional network (FCN) was first adopted to en-
sure 2D segmentation output [5]. Due to FCN’s consecutive
spatial pooling and convolution stride, there is a significant
loss in spatial details, which may be harmful segmentation.
As a result, UNet based models were proposed [6, 7, 8],
where UNet’s encoder-decoder architecture allows a gradual
recovery of high-resolution output. For other types of images,
attention UNet [13] and its extension UNet++ [14] are pro-
posed to generate more sophisticated features from encoding
layers to input into decoding layers. In spite of achieving
promising results in their proposing datasets, the abstracted
features in decoder, especially in the shallow layers, are often
subject to noise interference from ultrasound images.

This paper introduces Semantic Guided UNet (SGUNet)
to address the above problems. The idea is intuitive and sim-
ple. In contrast to the convolution features that can be easily
corrupted by noisy pixels, SGUNet is more robust to abstract
features from the semantic perspective, which is not apt to
be influenced by visual variety of ultrasound images. More
specifically, in the decoder, we produce a single-channel
pixel-wise semantic map from the high-level features, which
can be considered as semantic guidance to help low-level
features to obtain more accurate semantic representations.
We evaluate our SGUNet on a very challenging thyroid
nodule ultrasound dataset, Thyroid Digital Image Database
(TDID) [9]. In summary, the main contributions of our paper
are three-fold: (1) We develop a semantic guidance module
that complements the noise-sensitive high-dimensional de-
coding features, and allows incremental semantic learning
following the layer-wise decoder structure. (2) For ultra-
sound images without additional annotations from calipers,
we provide an additional model choice other than FCN for
segmenting thyroid nodule. (3) We validate our method on
TDID dataset and achieve the state-of-the-art performance.

2. METHOD

This section first briefly introduces the entire network archi-
tecture of SGUNet, and then elaborates on the details of SGM.
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Fig. 1. The overall network architecture of our method. (Best viewed in color)

2.1. Overall Network Architecture

The overall structure is shown in Fig. 1. In order to ob-
tain accurate high-resolution segmentation outputs, we adopt
UNet [10] as backbone following encoder-decoder architec-
ture, which has been proven very effective and successful for
medical image segmentation [10, 11, 12]. As can be seen in
Fig. 1, there are five convolutional stages in encoder, lead-
ing to the resolution of 1, 1, 1,2, and 1% with respect to the
input image. Correspondingly, in decoder, a series of decon-
volutions is performed to gradually recover the resolution of
feature maps. Due to a more powerful capacity to represent
visual data, one may prefer to employ UNet++ [14] as back-
bone. This method, however, is at the cost of a complicated
network structure, thus requiring more expensive computa-
tion. Note we make two major modifications with respect to
the original UNet [10]. Firstly, the downsampling operation
adopts average-pooling instead of max-pooling, as it is help-
ful to suppress noise in the features. Secondly, rather than
ReLU, we use the leaky ReLU, helping activation to escape
from the negative filter responses.

After gathering features from the backbone, we project
abstracted high-dimensional features into one-channel pixel-
wise feature map using SGM. It serves as a high-level guid-
ance that integrates the semantic information from two adja-
cent deconvolutional layers step-be-step. Finally, a softmax
layer is adopted to produce channel-wise probability maps,
which later receive their supervisions from the ground truths.
Immediately below, we introduce the details of the proposed
SGM.

2.2. SGM

As can be seen from Fig. 1, due to the mirror architecture
of UNet [10], the noise interference from ultrasound images
can not only be transferred from multiple stages of spatial
pooling and strided convolution in encoder, but can also be di-
rectly duplicated to the decoder through skipped-connections.
Feeding these potentially noisy features to softmax classifier
is inadequate for dense estimation problems, especially for
thyroid nodule segmentation. To address this problem, as il-
lustrated in the rectangles with blue dashed borders in Fig. 1,
a set of SGMs is adopted to transfers high-dimensional fea-
tures to one channel semantic feature. This low-dimensional
embedding can be viewed as a high-level guidance, which
highlights the semantically meaningful region and thus re-
duces noise interference.

SGM consists of three steps. Let F> € RV *#*C denote
the input of SGM at current layer [, where W, H, and C are
width, height, and channel numbers, respectively. (1) An1x 1
convolution is applied to Fl0 to produce one channel semantic
feature F}' € RW>H>1_(2) From the previous layer of SGM,
we obtain the final sematic feature F[OL 1 € RY*5x1, Note,
F? | is a high-level feature with half resolution with respect
to the low-level feature at current layer. F} , is upsampled
and combined with F}! using concatenation:

Ff:FﬁOL{(FﬁQ (1)

where () denotes the concatenation operation and I/ denotes
the bilinear upsampling. (3) The stacked two-channel feature



tensor F? € RW*H>2 is fed into an 1 x 1 convolution to pro-
duce one channel pixel-wise semantic map F? € RW>*Hx1,
SGM is applied to all decoding layers. For the bottom layer,
SGM only has the first step and its F? equals to F'.

For example, at the layer of 16x 16 resolution, we first
compress the decoding features with the dimension of 16x
16x256 into a 16x16x1 semantic feature. Then, we up-
sample the lower layer’s semantic feature with dimension
8x8x1 to 16 x16x 1, concatenate it with the single-channel
feature from the first step and obtain a stacked output with
dimension 16x16x2. Lastly, we use a 1x1 convolution
to obtain the final semantic feature with the dimension of
16x16x1.

One main merit of our SGM lies in the fact that it in-
troduces very small number of additional model parameters,
yet yielding more powerful and robust feature representations
for the task of thyroid nodule segmentation. Another advan-
tage of SGM is that, compared with UNet [10] and its vari-
ent UNet++ [14], it provides a relatively shorter path between
prediction output and the deep layers, which is beneficial for
gradient propagation and Comparing to attention UNet [?]
and UNet++ [14], SGM engineers on the output of decoding
layers instead of the input of decoding layers. In this way,
SGM provides a relatively shorter path between prediction
output and the deep layers, which is beneficial for gradient
propagation and closing the semantic gap between high and
low dimension decoding layers.

3. EXPERIMENTS

3.1. Dataset

In this work, we evaluate our SGUNet on Thyroid Digital
Image Database (TDID), which is a public dataset for thy-
roid nodule segmentation created by Universidad Nacional de
Colombia [9]. The dataset consists of 400 sets of B-mode
Ultrasound images, including a complete annotation and di-
agnostic description of suspicious thyroid lesions by expert
radiologists. In total, the TDID dataset contains ultrasound
thyroid images of 298 patients. For each patient, one or more
ultrasound thyroid images were captured. All the original im-
ages have a shape of 560x360 pixels.

In terms of data cleaning, we first removed the samples
without proper annotation. Then, we split the images with
two views into two samples, and crop out the side annotation
from the original ultrasound images, resulting in total 420 im-
ages, where 358 of them are malign cases and 62 are benign
cases. Some cleaned images are shown in the first row of
Fig. 2.

3.2. Evaluation metrics and baselines

For all our experiments, we conduct 5-fold cross-validation
where the data is split into training 80% and validation 20%,

Table 1. Average validation performance for all cases
Model Parm. Rec | Spec | Prec | Dice |IoU | Acc
UNet 29,956K | 0.784 | 0.954 | 0.718 | 0.709 | 0.580 | 0.924
UNet++ | 44,931K | 0.767 | 0.960 | 0.733 | 0.705 | 0.574 | 0.924
SGUNet | 29,959K | 0.783 | 0.962 | 0.753 | 0.729 | 0.604 | 0.931

and report the average validation results. The evaluation met-
rics we adopt are Recall, Specificity, Precision, Dice Score,
Intersection-over-Union (IoU), and Accuracy.

In order to show the advantages of SGUNet, we selected
2 state-of-the-art networks as baselines for comparison, in-
cluding UNet [10] and UNet++ [14]. Results for attention
UNet [13] is not shown as its results is worse than the base-
line UNet in most perspectives.

3.3. Implementation

In all experiments, the batch size equals to the total number
of training sample, which is 336. The input images are all
resized to 128 <128 pixels. The Adam optimizer is used with
a learning rate of 0.0001. All models are trained for 3000
epochs. The models are implemented based on the Tensor-
flow framework and trained with a NVIDIA GeForce GTX
1080 GPU. We use a loss combining Dice loss (Lp;..) and
cross entropy loss(Log). It is defined as:

L =0.5Lp;cc +0.5LcE 2)

For data augmentation, we randomly apply one or a combi-
nation of the following methods in training: left-right flip-
ping, shifting, noise addition, contrast adjusting, rotating, and
elastic distortion. Code for SGUNet can be viewed through
https://github.com/Jo-Pan/SGUNet.

3.4. Quantitative results

Table 1 reports the quantitative results and the parameter
size in bytes for UNet [10], UNet++ [14] and our SGUNet.
SGUNet outperforms UNet and UNet++ across all evaluation
metrics except recall. Comparing to UNet, which is the base-
line, SGUNet improves 2.0% in Dice score and 2.4% in IoU,
with only small increase in parameter size.

Comparing UNet++ with UNet, UNet++ under-performs
in terms of Dice, IoU and recall. By having additional dense
connection, UNet++ does not improve performance while
increasing number of parameters significantly. There are
two possible causes for UNet++’s under-performance. First,
TDID may be more challenging than the evaluated datasets
by UNet++ [14], as TDID images often have high amount
of noise and unclear boundaries between foreground and
background. Second, as there is a limited amount of useful
features from the input image, the high-dimensional compu-
tation from dense connections make UNet++ vulnerable to
noise interference.



Table 2. Average validation performance for malign and be-

nign cases

Group | Model Rec | Spec | Prec | Dice | IoU | Acc
UNet [10] 0.792 | 0.956 | 0.717 | 0.714 | 0.585 | 0.929

Malign | UNet++ [14] | 0.772 | 0.962 | 0.730 | 0.708 | 0.577 | 0.930
SGUNet 0.798 | 0.965 | 0.753 | 0.736 | 0.611 | 0.936
UNet [10] 0.736 | 0.941 | 0.719 | 0.678 | 0.550 | 0.895

Benign | UNet++ [14] | 0.736 | 0.946 | 0.746 | 0.686 | 0.553 | 0.895
SGUNet 0.737 | 0.947 | 0.749 | 0.687 | 0.564 | 0.901

Malign Malign

85.7%

87.5%
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Fig. 2. Sample test predictions. Orange contour is the pre-
dicted nodule segmentation. Green contour is the ground truth
(GT) segmentation. (Best viewed in color)

For both groups of benign and malign cases, as shown in
Table 2, SGUNet consistently outperform the baseline UNet
and UNet++ as well. For malign group, SGUNet outperforms
UNet by 2.2% and 2.6% in terms of Dice Coefficient and IoU,
respectively. For benign group, SGUNet outperforms UNet
by 0.9% and 1.4% in terms of Dice Coefficient and IoU. As
the dataset is heavily biased toward malign cases, it is reason-
able to see a better performance on the malign group.

3.5. Qualitative results

We visualize prediction results for both malign and benign
cases in Fig. 2. SGUNet’s prediction tends to be more fo-
cus around the nodule while both UNet and UNet++ have
cases with small disconnected prediction regions or uneven
contour edges. To demonstrate the challenging nature of the
chosen dataset, the last column of Fig. 2 shows one of the
most challenging samples where SGUNet’s prediction can be
a reasonable segmentation from non-expert perspective as the
predicted contour follows one of the apparent contours in the
image.

In order to gain a better understanding of the proposed
semantic guidance module, we also visualize the output se-
mantic features from each SGM at all decoding layers for

Logit 0: Logit 1:
16x16 32x32 64x64 128x128 128x128
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Fig. 3. All SGMs’ output semantic features from resolution
8% 8 pixels to 128 x 128 pixels. In the first column, input im-
ages, the orange contours are the final prediction from the
model. The green contours are the ground truth segmenta-
tion. Logit O and Logit 1 represents the two channels of the
predicted logits outputs from the last SGM. (Best viewed in
color)
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two testing examples in Fig. 3. As expected, the seman-
tic feature gains more details incrementally through the up-
sampling process. On the other hand, we observe that seman-
tic features are not consistently representing either the nodule
or the background. We also notice that, for all testing sam-
ples, except the final SGM outputting the logit output, it is
always the case that only resolution 16x16 has a semantic
feature representing the nodule while the rest of the seman-
tic features at other resolutions representing the background.
This may mean that the model finds features from resolution
16 x 16 provide most indicative information about the nodule,
while at other resolutions, the model finds more reliable fea-
tures representing the background.

4. CONCLUSIONS

We have presented SGUNet, a novel segmentation network
that makes use of semantic features to solve a challenging thy-
roid nodule segmentation problem. To incorporate semantic
features, we proposed a SGM to abstract semantic features at
each decoding layer and then use them as a high-level guid-
ance to low-level features. We evaluated our method on a
challenging thyroid nodule dataset, TDID, with high noise,
blurry boundaries and no calipers. The Experimental results
demonstrate that our proposed method consistently outper-
forms state-of-the-art approaches, such as UNet and UNet++.
We also proved the validity of SGM through visualization
of the learnt semantic features. In the future, in addition to
achieving promising results for thyroid nodule segmentation,
we believe that our method can be easily transferred to any
existing network architectures that is used for other medical
image segmentation tasks.
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