Deep Context Convolutional Neural Networks for Semantic Segmentation
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Abstract. Recent years have witnessed the great progress for semantic segmentation using deep convolutional neural networks (DCNNs). This paper presents a novel fully convolutional network for semantic segmentation using multi-scale contextual convolutional features. Since objects in natural images tend to be with various scales and aspect ratios, capturing the rich contextual information is very critical for dense pixel prediction. On the other hand, with going deeper of the convolutional layers, the convolutional feature maps of traditional DCNNs gradually become coarser, which may be harmful for semantic segmentation. According to these observations, we attempt to design a deep context convolutional network (DCCNet), which combines the feature maps from different levels of network in a holistic manner for semantic segmentation. The proposed network allows us to fully exploit local and global contextual information, ranging from an entire scene, though sub-regions, to every single pixel, to perform pixel label estimation. The experimental results demonstrate that our DCCNet (without any postprocessing) outperforms state-of-the-art methods on PASCAL VOC 2012, which is the most popular and challenging semantic segmentation dataset.

1 Introduction

Image semantic segmentation is a classic and challenging visual task in the field of computer vision. It aims to assign a semantic label to each image pixel to

* Quan Zhou is the corresponding author.
achieve object recognition and segmentation tasks synchronously. Semantic segmentation is associated with many high-level vision tasks, including image classification [1–3], object recognition [4–6] and object detection [7–9].

Typically, the previous semantic segmentation models usually first extract local appearance features, such as intensities, colors, gradients and textures, to describe different object instances. Then these hand-craft features are fed into the well trained classifiers to identify the category label for each image pixel, including regression boosting [10, 11], random forests [12], or support vector machines [13]. Thereafter, great improvement have been achieved by incorporating contextual formulation [10, 14] and scene global structured predictions [15, 16] using conditional random field (CRF) [10, 15, 17] or markov random field (MRF) [16, 18]. However, the performance of these systems has always been compromised by the limited expressive power of the hand-craft features.

In recent years, DCNNs have gained a lot of attention and become very popular in the computer vision community. Due to its superiority to modeling high-level visual concepts, DCNNs substantially advance the state-of-the-art results for the task of semantic segmentation [17, 19, 20]. As the pioneer work, LeCun et. al. [21] employ the DCNNs at multiple image resolutions to compute image features, resulting in smooth predictions using a segmentation tree as postprocess. Another elegant work was proposed in [7], where the bounding box proposals and masked regions are used as inputs to train a DCNN. In the stage of classification, object shape information is taken into account within the trained DCNN. Similarly, the DCNN models can be also trained based on different image representation, such as superpixels [22]. In this work, the authors extracted the zoom-out spatial features, which are embedded into DCNNs to classify a superpixel. Although these methods can benefit from the delineated boundaries produced from a good segmentation, the object accurate shapes may be not always recovered well when there are some errors in segmentation results.

An alternative approach for dense pixel estimation relies on fully convolutional networks (FCN), where an end-to-end learning paradigm is adopted to train DCNNs [17, 19, 23]. Motivated from the DCNNs for image classification task, these methods directly target on estimating category-level per-pixel labels. The most representative work is [19], where the last fully connected layers of the DCNN are transformed into convolutional layers. In [17], Chen et al. proposed to learn a DeepLab model for semantic segmentation, where the receptive fields with different scales are employed using atrous convolution in deep convolutional networks. Then the final consistent segmentation results are enhanced using an independent fully connected CRF. The major limitation of FCN-based methods lies in the fact that the operation of max pooling and sub-sampling reduce feature map resolution, leading to the loss of spatial statistics for object instance. Therefore, Noh et al. [23] and Vijay et al. [24] proposed a coarse-to-fine structure with deconvolution network to learn the segmentation mask, yet with the cost of huge number of memory requirement and computing time.

In order to further advance the performance of semantic segmentation, the context cues are widely employed for image semantic segmentation [4, 11, 14, 25].
However, we found that this major issue is not well addressed in current FCN-based models. Due to the repeated operation of max-pooling at successive layers of DCNNs, the spatial resolution is significantly reduced in feature maps when the DCNN is employed in a fully convolutional fashion [17, 19]. Motivated by spatial pyramid pooling [4, 25], in this paper, we present a deep context convolutional network (DCCNet) to explore contextual cues using the feature maps from different convolutional layers. Precisely, we extract all intermediate feature maps and fuse them together for pixel classification. Under this paradigm, the local and global contextual clues, ranging from an entire scene, through sub-regions, to every single pixel, are taken into account jointly to assign semantic label for each pixel. We compare the performance of our model with the mainstream models, which include contextual formulation [14], FCN-based approaches [17, 19, 21, 22, 26], and deconvolution network [24]. These are top-ranked models that previous studies have shown to significantly improve the results on PASCAL VOC 2012 dataset. In summary, the main contributions of this paper are twofolds:

- We propose a DCCNet to capture multi-scale context features in the manner of FCN for dense pixel prediction.
- We evaluate our DCCNet on PASCAL VOC 2012 dataset and achieve the state-of-the-art results for semantic segmentation.

2 The Architecture of DCCNet

In this section, we elaborate on architectural details of our DCCNet to investigate the multi-scale context information.

As shown in Fig. 1, we define our DCCNet based on VGG 16-layer network, which consists of four basic components, including convolution, rectified linear unit (ReLU), pooling (downsampling) and deconvolution (upsampling). In the main stream structure, we borrow the network architecture widely used in FCN-based model [19], where the final fully connected layers are transferred to convolution layers. It consists of the repeated convolution with $3 \times 3$ filter kernels, followed by a ReLU and a $2 \times 2$ max pooling operation with stride 2 for downsampling. The resolution of feature maps are reduced to $1/2^N$ of the original one after $N$ max pooling operation. Here we set $N = 5$, leading to the $1/2$, $1/4$, $1/8$, $1/16$ and $1/32$ of the original resolution, and denote the final three ones as DCCNet-8s, DCCNet-16s, DCCNet-32s, respectively.

Similar to previous FCN-based approaches [17, 19, 23], the major limitation of our main stream structure lies in the spatial statistics of pixels is gradually lost with going deeper of our DCCNet. On the other hand, compared with shallower layers, the deeper ones have large receptive fields and are able to see more pixels. Intuitively, the feature maps with different scales can provide sufficient spatial statistics and contextual cues, which complement each other to get more reliable predictions. To this end, we integrate the main stream with two additional streams from the max pooling layers of DCCNet-8s and DCCNet-16s, as shown in Fig. 1. Once augmented, DCCNet allows us to fuse predictions from three streams that are learned jointly in an end-to-end architecture. More specifically,
the final layers of these three streams are first convoluted with a $1 \times 1$ filter kernel to map them to three 21-component score maps, representing the confidence for each individual class in PASCAL VOC dataset. However, these layers are with different resolution, they are thus required to be aligned by scaling and cropping. The deconvolution layers in our DCCNet utilizes the nonlinear upsampling to scale score maps to the resolution with respect to DCCNet-8s, where the upsampling filter kernels are learned with the initialized weights of bilinear interpolation [19]. Subsequently, a cropping operation is performed. Cropping removes any portion of the upsampled layer which extends beyond the other layer, resulting in layers of equal dimensions for exact fusion. Finally, the three score maps are fused to a single 21-component score map, which is further upsampled to obtain the semantic output with the same resolution of original image.

At first glance of our DCCNet, it might look similar to the skip version of FCN [19], but in fact their network architectures are quite different. Essentially, FCN relies on gradually learning finer-scale prediction from lower layers in a stage-by-stage manner. That is, in each stage, the net is trained using the initialization of the previous stage net, where the contextual features are explored independently. In contrast, our DCCNet employs a all-in-once fashion to fuse the computed intermediate feature maps, where the contextual cues are investigated jointly to make final estimation. In addition, compared with stage-by-stage scheme used in FCN model, our all-in-once fashion results in computational efficiency and is less tedious in training process.

3 Experience Results

To validate the effectiveness of our method, we conducted several experiments on PASCAL VOC 2012 test dataset [27], which is widely used to evaluate the performance for semantic segmentation.
3.1 Dataset and Evaluation Metrics

The PASCAL VOC 2012 dataset [27] contains 21 category classes, including 20 categories for foreground object classes and additional one class for background. The original dataset contains 1464, 1449, and 1456 images for training, validation, and testing, respectively, where each image in the training and validation subset has accurate pixel-level annotated ground truth. The dataset is augmented by the extra annotations [28], resulting in 10582 training images.

In our experience, we report our results and compare with other baselines using the metrics in terms of pixel-level mean intersection-over-union (mIoU). It is commonly used to penalizes both over- and under-segmentation for semantic segmentation, which is defined as the ratio of true positives to the sum of true positive, false positive and false negative, averaged over all 21 object classes:

\[
\frac{1}{C} \sum_{m} \frac{N_{mm}}{N_{mm} + \sum_{n} N_{nm} - N_{mm}}
\]

where \( C = 21 \) denotes the total number of different classes, \( N_{mm} \) is the number of pixels of category \( m \) labeled as class \( n \).

3.2 Baselines

We selected 9 state-of-the-art models as baselines for comparison, including flexible segmentation graph (FSG, [14]), deep hierarchical parsing (DHP, [21]), fully-connected network (FCN, [19]), DeepLab network (DLN, [17]) and its variants (DLN† as DeepLab-Msc and DLN‡ as DeepLab-Msc-CRF), deep zoom-out feature (DZF, [22]), dilated convolution model (DCM, [26]), and convolution and deconvolution network (CDN, [23]).

3.3 Implementation Details

Our implementation is based on the public platform Caffe [29]. We minimize the soft max loss averaged over all image positions with stochastic gradient descent algorithm. The parameters of initialized network are borrowed from the pre-trained VGG-16 model using ImageNet dataset [30]. Then we fine-tune our DCCNet model using 10582 training images of PASCAL VOC 2012 dataset. Inspired by [17], we use the “poly” learning rate policy where the learning rate \( \gamma \) in iteration \( T \) equals to the base \( B \) multiplied by a factor:

\[
\gamma = B \cdot (1 - \frac{T}{M})^{power}
\]

where \( M \) denotes the total number of training iterations. The base learning rate is set as \( B = 0.01 \) and power is set as 0.9.

The performance can be further improved by increasing the iteration number. We found that our best performance is achieved when total iteration number is set to \( M = 20K \), and any refinement of this parameter will result in no more significant improvement of performance.
Table 1. Per-class results on PASCAL VOC 2012 test set.

<table>
<thead>
<tr>
<th>Method</th>
<th>bkg</th>
<th>aero</th>
<th>bike</th>
<th>bird</th>
<th>boat</th>
<th>bottle</th>
<th>bus</th>
<th>car</th>
<th>cat</th>
<th>chair</th>
<th>cow</th>
</tr>
</thead>
<tbody>
<tr>
<td>DHP [21]</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>FSG [14]</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>DLN [17]</td>
<td>87.5</td>
<td>72.0</td>
<td>31.0</td>
<td>71.2</td>
<td>53.7</td>
<td>60.5</td>
<td>77.0</td>
<td>71.9</td>
<td>73.1</td>
<td>25.2</td>
<td>62.6</td>
</tr>
<tr>
<td>DLN† [17]</td>
<td>88.3</td>
<td>79.4</td>
<td>34.1</td>
<td>72.6</td>
<td>52.9</td>
<td>61.0</td>
<td>77.9</td>
<td>73.0</td>
<td>73.7</td>
<td>26.4</td>
<td>62.2</td>
</tr>
<tr>
<td>DZF [22]</td>
<td>89.8</td>
<td>81.9</td>
<td>35.1</td>
<td>78.2</td>
<td>57.4</td>
<td>56.5</td>
<td>80.5</td>
<td>74.0</td>
<td>79.8</td>
<td>22.4</td>
<td>69.6</td>
</tr>
<tr>
<td>DLF† [17]</td>
<td>92.6</td>
<td>80.4</td>
<td>36.8</td>
<td>77.4</td>
<td>55.2</td>
<td>66.4</td>
<td>81.5</td>
<td>77.5</td>
<td>78.9</td>
<td>27.1</td>
<td>68.2</td>
</tr>
<tr>
<td>FCN [19]</td>
<td>91.2</td>
<td>76.8</td>
<td>34.4</td>
<td>68.9</td>
<td>49.4</td>
<td>60.3</td>
<td>75.3</td>
<td>74.7</td>
<td>77.6</td>
<td>21.4</td>
<td>62.5</td>
</tr>
<tr>
<td>DCM [26]</td>
<td>90.7</td>
<td>82.2</td>
<td>37.4</td>
<td>72.7</td>
<td>57.1</td>
<td>62.7</td>
<td>82.8</td>
<td>78.8</td>
<td>79.8</td>
<td>28.0</td>
<td>70.0</td>
</tr>
<tr>
<td>CDN [23]</td>
<td>92.7</td>
<td>85.9</td>
<td>42.6</td>
<td>78.9</td>
<td>62.6</td>
<td>66.6</td>
<td>87.4</td>
<td>77.8</td>
<td>79.5</td>
<td>26.3</td>
<td>73.4</td>
</tr>
<tr>
<td>DCCNet</td>
<td>93.2</td>
<td>84.1</td>
<td>39.0</td>
<td>82.1</td>
<td>67.7</td>
<td>78.4</td>
<td>87.4</td>
<td>83.4</td>
<td>85.8</td>
<td>38.2</td>
<td>77.2</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Method</th>
<th>table</th>
<th>dog</th>
<th>horse</th>
<th>mbike</th>
<th>person</th>
<th>planet</th>
<th>sheep</th>
<th>sofa</th>
<th>train</th>
<th>tv</th>
<th>mIoU</th>
</tr>
</thead>
<tbody>
<tr>
<td>DHP [21]</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>FSG [14]</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>DLN [17]</td>
<td>49.1</td>
<td>68.7</td>
<td>63.3</td>
<td>73.9</td>
<td>73.6</td>
<td>50.8</td>
<td>72.3</td>
<td>42.1</td>
<td>67.9</td>
<td>52.6</td>
<td>62.1</td>
</tr>
<tr>
<td>DLN† [17]</td>
<td>49.3</td>
<td>68.4</td>
<td>64.1</td>
<td>74.0</td>
<td>75.0</td>
<td>51.7</td>
<td>72.2</td>
<td>42.5</td>
<td>67.2</td>
<td>55.7</td>
<td>62.9</td>
</tr>
<tr>
<td>DZF [22]</td>
<td>53.7</td>
<td>74.0</td>
<td>76.0</td>
<td>76.6</td>
<td>68.8</td>
<td>44.3</td>
<td>70.2</td>
<td>40.2</td>
<td>68.9</td>
<td>55.3</td>
<td>64.4</td>
</tr>
<tr>
<td>DLF† [17]</td>
<td>52.7</td>
<td>74.3</td>
<td>69.6</td>
<td>79.4</td>
<td>79.0</td>
<td>56.9</td>
<td>78.8</td>
<td>45.2</td>
<td>72.7</td>
<td>59.3</td>
<td>67.1</td>
</tr>
<tr>
<td>FCN [19]</td>
<td>46.8</td>
<td>71.8</td>
<td>63.9</td>
<td>76.5</td>
<td>73.9</td>
<td>45.2</td>
<td>72.4</td>
<td>37.4</td>
<td>70.9</td>
<td>55.1</td>
<td>67.2</td>
</tr>
<tr>
<td>DCM [26]</td>
<td>51.6</td>
<td>73.1</td>
<td>72.8</td>
<td>81.5</td>
<td>79.1</td>
<td>56.6</td>
<td>77.1</td>
<td>49.9</td>
<td>75.3</td>
<td>60.9</td>
<td>67.6</td>
</tr>
<tr>
<td>CDN [23]</td>
<td>60.2</td>
<td>70.8</td>
<td>76.5</td>
<td>79.6</td>
<td>77.7</td>
<td>58.2</td>
<td>77.4</td>
<td>52.9</td>
<td>75.2</td>
<td>59.8</td>
<td>69.6</td>
</tr>
<tr>
<td>DCCNet</td>
<td>45.6</td>
<td>80.9</td>
<td>75.2</td>
<td>77.3</td>
<td>82.8</td>
<td>56.7</td>
<td>81.5</td>
<td>51.8</td>
<td>82.4</td>
<td>70.5</td>
<td>71.4</td>
</tr>
</tbody>
</table>

3.4 Overall Results

We report the results in Table 1, and compare with the baselines in terms of mIoU. The results clearly demonstrate that our DCCNet outperforms prior state-of-the-art methods, including the approaches using contextual formulation [14, 26], FCN-based models [17, 19, 21, 22], and deconvolution network [23]. Trained with only PASCAL VOC 2012 data, our DCCNet achieves 71.4% mIoU among all 21 categories, and gets the highest accuracy on the classes of “bird”, “boat”, “bottle”, “bus”, “car”, “chair”, “cow”, “dog”, “person”, “sheep”, “train” and “TV”. For fair comparison, we construct our DCCNet without any postprocessing to enhance the consistent semantic segmentation outputs. Even so, it is intriguing that our DCCNet is superior to the existing methods [17] that employ CRF for further improving performance. Another interesting result is our approach outperforms deconvolution network [23]. This is probably because the proposed DCCNet has more powerful generalization than [23] due to its simple network architecture.

Some visual pleasing results of simultaneous recognition and segmentation are shown in Fig. 2. Each example shows both the original image and the color coded output. Except the boundary pixels that exhibit relative higher confusion, nearly all pixels are correctly classified. It is evident that our DCCNet can handle
large appearance variations of object classes ("person", "dog", and "boat", etc.) and efficiently prohibit the clutter background (see the last four visual examples in the right column).

4 Conclusion and Future Work

This paper describes a DCCNet to explore the multi-scale context information for semantic segmentation problem. Combining fine layers and coarse layers provides a more powerful representation with different receptive fields, allowing us to produce semantically accurate predictions and detailed segmentation maps. Our experimental results show that the proposed method advances the state-of-the-art results in the PASCAL VOC 2012 image semantic segmentation task.

Despite obtaining impressive results, we believe that even better results can be achieved by employing CRF models as well as [17, 31] does. We also hope to demonstrate the generality of our DCCNet for other visual tasks.
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