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Abstract—Diffusion process has advanced object retrieval greatly as it can capture the underlying manifold structure. Recent studies have experimentally demonstrated that tensor product diffusion can better reveal the intrinsic relationship between objects than other variants. However, the principle remains unclear, i.e., what kind of manifold structure is captured. In this paper, we propose a new affinity learning algorithm called Regularized Diffusion Process (RDP). By deeply exploring the properties of RDP, our first yet basic contribution is providing a manifold-based explanation for tensor product diffusion. A novel criterion measuring the smoothness of the manifold is defined, which simultaneously regularizes four vertices in the affinity graph. Inspired by this observation, we further contribute two variants towards two specific goals. While ARDP can learn similarities across heterogeneous domains, HRDP performs affinity learning on tensor product hypergraph, considering the relationships between objects are generally more complex than pairwise. Consequently, RDP, ARDP and HRDP constitute a generic tool for object retrieval in most commonly-used settings, no matter the input relationships between objects are derived from the same domain or not, and in pairwise formulation or not. Comprehensive experiments on 10 retrieval benchmarks, especially on large scale data, validate the effectiveness and generalization of our work.
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1 INTRODUCTION

Given a query object, the goal of retrieval task is to return similar objects in the database according to a pre-defined similarity measure. Conventionally, it is accomplished by computing the pairwise dissimilarity between features in the Euclidean space. Then, similar objects are expected to be distributed with larger similarities to the query. Thus, they can be ranked in higher positions of the ranking list. However, it has been demonstrated [1] that the pairwise formulation is insufficient to reveal the intrinsic relationship between objects. Instead, similarities can be estimated more accurately along the geodesic path of the underlying data manifold, i.e., in the context of other objects.

To illustrate the concept, we present a toy example in Fig. 1. The data distribution is a two-spiral pattern with 200 data points, with each spiral having 100 points and one query point in cross shape. An ideal retrieval result is that points in one spiral have larger similarities with the query in this spiral than the query in the other spiral. The Euclidean distance (see Fig. 1a) is inadequate, while the proposed method (see Fig. 1b) is able to reveal the data structure.

To capture the geometry structure of the manifold, many algorithms have been developed in the literature. Those algorithms share a very diverse nomenclature, including but not limited to context sensitive similarity [2], [3], affinity learning [4], [5], re-ranking [6], [7], [8], [9], ranking list comparison [10], [11], [12]. Nevertheless, most of them model the relationship between objects on a graph-based manifold, where the vertices in the graph represent objects and the edge connecting two adjacent vertices is weighted by their similarity. Then, similarity values are diffused on the graph in an iterative manner (e.g., random walk [13]). This procedure is usually called diffusion process [14], [15] in the retrieval domain.

Most existing algorithms focus on iteration-based models, with differences in similarity initialization, transition matrix initialization and iteration scheme. A recent survey paper [1] summarizes most common variants of diffusion process in a unified framework, and provides a strong experimental support for those iteration-based models in terms of retrieval performance. According to its taxonomy, diffusion process on tensor product graph [16], built by computing the tensor product of the original affinity graph with itself, exhibits its superiority over other kinds of diffusion process. Tensor product graph naturally takes into account high order information, which is stated to be helpful for
retrieval on manifold. However, no works, including [16] itself and the survey [1], have explained the mechanism behind. Some critical questions are: 1) what kind of manifold structure is captured and why it is better; 2) why high order information is useful; 3) what is the essence of iteration and how many iterations are needed. Unfortunately, though the iteration-based models have been extensively studied (e.g., [1], [16]), those issues are still unexplored. In this sense, the existing investigations about diffusion-based affinity learning remain heuristic and insufficient.

Considering that, the first yet basic contribution of this work is to use regularization-based model to theoretically expose the inherent principle of tensor product graph diffusion, in particular to answer those unexplored questions. To this end, a novel algorithm called Regularized Diffusion Process (RDP) is proposed. Though RDP has multiple formulations, its key novelty lies in the regularization framework (Sec. 3.1), which defines a novel smoothness criterion to simultaneously regularize four vertices in the affinity graph (illustrated in Fig. 2a). Instead of heuristically defining the iterative model as [16], we provide strong evidences that regularization can be a better theoretical and practical guidance for tensor product graph diffusion.

By solving the objective function with regularization, one can easily obtain the target similarity. However, it is too computationally demanding to directly use the closed-form solution. To make the computation feasible in practice, we resort to an efficient iteration-based solver (see Sec. 3.2) like existing algorithms [1], [16], [17]. Hence, the essence of the iterative model of RDP is to minimize a kind of relationship among four vertices at each iteration, i.e., to approximate the optimal solution of the regularization framework.

Nevertheless, the proposed RDP, as well as most previous works [1], [14], [15], [16], is only applicable in simple retrieval settings, where the input similarity 1) is within the same data domain, and 2) is in pairwise formulation, limiting its usage in more challenging retrieval situations. Inspired by the regularization framework of RDP, we further contribute two important variants so that the generalization of our work is significantly improved, as

1) **Asymmetric Regularized Diffusion Process (ARDP)** considers the relationships between objects are more complex than pairwise in many applications. Thus, it essentially performs affinity learning on the tensor product of the hypergraph (see Fig. 2c), where hyperedges are utilized to capture the complex relationships. By doing so, HRDP can leverage the high-order information brought by both the hypergraph itself and the tensor order learning.

With the supplement of ARDP and HRDP, our work is suitable to deal with most commonly-used retrieval settings. Given an input similarity, it not only can learn more faithful similarities than other diffusion-based algorithms, thus yielding better retrieval performances. But more importantly, it can handle more challenging retrieval scenarios, which cannot be handled by [1], [16], [17]. In other words, we systematically propose a generic and versatile tool for tensor-order affinity learning between objects, with which many previous algorithms can further enhance their retrieval performance. Meanwhile, as a unified theoretical framework about tensor-order affinity learning is established, we believe that it would be inspiring for other researchers to design algorithms about re-ranking, graph learning and feature fusion, and advance research directions like geometric verification [18], point registration, low-shot learning [19].

To demonstrate the generalization of our work, a series of experiments is conducted. We first verify the effectiveness of RDP in simple retrieval settings but with different data modalities, such as face retrieval on the ORL and the YALE datasets [20], shape retrieval on the MPEG-7 dataset [21], natural image retrieval on the Ukbench [22], the Holidays [23], the Oxford5K [24] and the large scale Oxford105K datasets, and sketch retrieval on the TU Berlin Sketch dataset [25]. Experimental results suggest that RDP can achieve state-of-the-art performances on those datasets as presented from Sec. 5.2 to Sec. 5.5. In Sec. 5.5, we also apply ARDP to cross-modal retrieval on the Wikipedia dataset [26], [27], where retrieval is done between text data and image data. And in Sec. 5.6 the validity of HRDP is testified with view-based 3D model retrieval on the Princeton Shape Benchmark (PSB) [28], where 3D models are connected with hyperedges on a hypergraph.

The rest paper is organized as follows: Sec. 2 reviews the relevant methods. The details of RDP are given in Sec. 3 and its two variants ARDP and HRDP are described in Sec. 4. The experimental comparison and analysis are presented in Sec. 5. The conclusions and the future work are summarized in Sec. 6. All the used theorems, lemmas and definitions are
put in the supplementary material.

2 RELATED WORK

Affinity learning between objects is a fundamental topic in computer vision, which has been investigated for decades.

Manifold ranking [17], derived from semi-supervised learning [29], proposes to rank the data with respect to the intrinsic manifold structure. Graph Transduction (GT) [4] takes the query point as the only labeled data, and spreads the labeled information to unlabeled database in a similar way of label propagation. Locally Constrained Diffusion Process (LCP) [14] further stresses that it is crucial to constrain the diffusion process “locally” since it is susceptible to noise edges in the affinity graph. In [30], an ultra-efficient diffusion process called Regional Diffusion is proposed, which is conducted on descriptors of image regions rather than on global image descriptors considered in this paper. Motivated by the observation that a good ranking is usually asymmetrical, Contextual Dissimilarity Measure (CDM) [2] improves Bag-of-Words (BoW) [31] retrieval system by iteratively estimating the pairwise distance in the spirit of Sinkhorn’s scaling algorithm.

Despite those diffusion processes on the original graph, Tensor Product Graph diffusion (TPG) [16] manages leveraging the high-order information from the tensor product of the affinity graph. Its key contribution is that the information propagation on TPG can be computed with the same computational complexity as that on the original graph. The survey [11] defines a general framework for those diffusion processes. By varying 4 different affinity initializations, 6 different transition matrices and 3 different update schemes, it enumerates 72 variants of diffusion process, and experimentally benchmarks that affinity learning on the tensor product graph is more robust in the scope of retrieval. The previous conference version [32] of this paper theoretically explains why this kind of diffusion process is superior by defining a new smoothness criterion among four vertices.

To leverage the complementarity of multiple cues, large efforts are also devoted to feature fusion in the framework of diffusion process. As a representative work, Graph Fusion [5] integrates multiple features in a query-specific manner, and learns the affinity by utilizing the local PageRank algorithm. Co-transduction [33] combines the concept of co-training and graph transduction for robust shape retrieval. In [34], weight learning and affinity learning are jointly done in a unified framework, which makes it particularly robust to noisy similarities. Locally Constrained Mixed Process [15] partly fuses multiple similarities into one, then propagates on the locally dense data space. In [35], multiple features are combined by a mixture Markov model, and a feature selection method using group sparsity is proposed in [36].

Most aforementioned algorithms are run in an iterative manner. Besides, some methods directly define a new context-sensitive similarity via analyzing the ranking list or the neighborhood structures. For example, Pedronette et al. [10], [12] propose a novel similarity measure based on the similarity of the ranking lists. Re-ranking with k-nearest neighbor (kNN) [9], mutual kNN [5] and reciprocal kNN [8], [37] are also explored respectively. The principle of those algorithms is that similar data points tend to have more common neighbors. Though appear different from our work, we demonstrate that they also have inherent connections as presented in Sec. 3.4.

Interestingly, diffusion process also relates to dominant sets [38], a well-known graph-theoretic notion which is successfully applied to neighborhood selection [16], image segmentation [39] and geo-localization [40].

3 REGULARIZED DIFFUSION PROCESS

Regularized Diffusion Process (RDP) models the data manifold as an weighted graph $G = (X, W)$, where the vertices of the graph denote the data points $X = \{x_1, x_2, \ldots, x_N\}$, $W \in \mathbb{R}^{N \times N}$ is the graph adjacency matrix, and $W_{ij}$ represents the pairwise similarity between $x_i$ and $x_j$. Our aim is to learn a new similarity measure $A = \{A_{ij}\}_{i,j \leq N}$, which varies sufficiently smooth along the graph $G$.

Although modeled on the graph $G$, the proposed RDP, as expounded below, essentially learns the similarity $A$ on the tensor product graph $\mathcal{G}$ while maintaining the same algorithmic complexity as diffusion on $G$. In the tensor product graph $\mathcal{G}$, each vertex corresponds to two vertices and each edge depicts the relationship among four vertices in the original graph $G$. Formally, the tensor product graph $\mathcal{G} = (X, W)$ is defined as

$$\mathcal{X} = X \times X,$$

$$\mathcal{W} = W \otimes W,$$

where $\times$ denotes the Cartesian product and $\otimes$ denotes the Kronecker product.

3.1 Regularization Framework

Most pervious works [1] are run in an iterative manner. However, we propose to obtain the new similarity measure $A$ as the closed-form solution of the following optimization problem

$$\min_A \frac{1}{2} \sum_{i,j,k,l=1}^{N} W_{ij} W_{kl} (\frac{A_{ki}}{\sqrt{D_{ii}D_{kk}}} - \frac{A_{lj}}{\sqrt{D_{jj}D_{ll}}})^2 + \mu \sum_{k,l=1}^{N} (A_{kl} - Y_{kl})^2,$$

where $\mu > 0$ is a regularization parameter. $Y \in \mathbb{R}^{N \times N}$ denotes the initial affinity values. $D$ is a diagonal matrix with elements $D_{ii} = \sum_{j=1}^{N} W_{ij}$.

As presented in Eq. 1, the objective function of RDP consists of two terms. The first term describes a kind of influence of the input similarity $W$ on the learned similarity $A$. By analogy to Local and Global Consistency (LGC) [29], we will call it smoothness term. However, the inherent meanings of two smoothness terms are quite different. As a semi-supervised learning algorithm, the smoothness term of LGC indicates that if $x_k$ is similar to $x_l$ (large $W_{kl}$), their probabilities of belonging to the same category should have a small difference. By contrast, the smoothness term of our method regularizes that if $x_i$ is similar to $x_j$ (large $W_{ij}$) and $x_k$ is also similar to $x_l$ (large $W_{kl}$) in the input similarity space, then the learned similarities $A_{ki}$ and $A_{lj}$ should be similar (see Fig. 2a).

Manifold ranking [17] directly applies LGC to retrieval task by interpreting the probability of belonging to categories as the similarities between objects. Thus, one can find
that the smoothness term in our method actually imposes a
relaxed constraint against that in manifold ranking, i.e., the
individual object \( x_i \) is replaced by a pair of objects \( x_i \) and
\( x_j \) with similarity \( W_{ij} \). Consequently, to interrelate
different tuples simultaneously, tensor product graph is a natural
choice since each of its vertices contains two data points
and each of its edges records the relationship between four
data points.

In this sense, RDP can be expressed as an extended
version of manifold ranking with a relaxed smoothness
term. The second term in Eq. (1) is called fitting term, which
explicitly penalizes the difference from the initial similarity.
Previous works [16], [17] take \( Y \) as identity matrix \( I \), indicating
that only the self-affinity of each node is fastened. In the
experiments, we verify that this is not an optimal setup.

It seems difficult to derive a closed-form solution of
Eq. (1) owing to the difficulty in computing the derivative
with respect to \( A \). However, our key observation shows that
it is possible to transform Eq. (1) so that, it can be easily
solved by adapting standard tools from graph theory. To
this end, we need two additional operators:

1) \( \text{vec}(\cdot) \): vectorize an input matrix by stacking its
columns one after the next,
2) \( \text{vec}(\cdot)^{-1} \): the inverse operator of \( \text{vec}(\cdot) \),
and two identical coordinate transformations \( \alpha \equiv N(j-1)+
k \) and \( \beta \equiv N(j-1)+l \). To simplify the notation, we define
\( \hat{A} = \text{vec}(A) \) throughout this paper. Then, the smoothness
term of Eq. (1) can be transformed into

\[
\frac{1}{2} \sum_{\alpha, \beta=1}^{N^2} W_{\alpha\beta} (\sqrt{D_{\alpha\alpha}} - \sqrt{D_{\beta\beta}})^2
\]

\[
= \sum_{\alpha, \beta=1}^{N^2} W_{\alpha\beta} \frac{\hat{A}_\alpha^2}{D_{\alpha\alpha}} - \sum_{\alpha, \beta=1}^{N^2} \hat{A}_\alpha \frac{W_{\alpha\beta}}{D_{\alpha\alpha} D_{\beta\beta}} \hat{A}_\beta
\]

\[
= \sum_{\alpha=1}^{N^2} \hat{A}_\alpha^2 - \hat{A}^T D^{-1/2} W D^{-1/2} \hat{A}
\]

\[
= \hat{A}^T (I - \frac{1}{2} WD^{-1/2}) \hat{A}
\]

where \( I \) is an identity matrix of an appropriate size, \( W =
W \otimes W \in \mathbb{R}^{N^2 \times N^2} \), \( D = D \otimes D \in \mathbb{R}^{N^2 \times N^2} \), \( S = S \otimes S \in
\mathbb{R}^{N^2 \times N^2} \), and \( D = D^{-1/2} WD^{-1/2} \). The following three facts
are applied during the transformation above:

1) \( W \) is symmetric, since \( W \) is symmetric.
2) \( D_{\alpha\alpha} = \sum_{\beta=1}^{N^2} W_{\alpha\beta} \), since
\[
D_{\alpha\alpha} = D_{ii} D_{kk} = \sum_{j=1}^{N} W_{ij} \sum_{l=1}^{N} W_{kl}
\]

\[
= \sum_{j=1}^{N} \sum_{l=1}^{N} W_{ij} W_{kl} = \sum_{\beta=1}^{N^2} W_{\alpha\beta}.
\]
3) \( S = D^{-1/2} WD^{-1/2} \), since
\[
S_{\alpha\beta} = S_{ij} S_{kl}
\]

\[
D_{ii}^{-1/2} W_{ij} D_{kk}^{-1/2} D_{jj}^{-1/2} W_{kl} D_{ll}^{-1/2}
\]

\[
D_{ii}^{-1/2} W_{ij} W_{kl} D_{jj}^{-1/2} D_{ll}^{-1/2}
\]

\[
= D_{\alpha\alpha}^{-1/2} W_{\alpha\beta} D_{\beta\beta}^{-1/2}.
\]

In summary, the objective function in Eq. (1) is equivalent to

\[
J = \hat{A}^T (I - \frac{1}{2} S) \hat{A} + \mu \| \hat{A} - \hat{Y} \|^2.
\]

By taking the partial derivative of \( J \) with regard to \( \hat{A} \), we obtain

\[
\frac{\partial J}{\partial \hat{A}} = 2(I - \frac{1}{2} S) \hat{A} + 2 \mu (\hat{A} - \hat{Y}).
\]

By setting Eq. (6) to zero, we have

\[
\hat{A} = \frac{\mu}{\mu + 1} (I - \frac{1}{\mu + 1} S)^{-1} \hat{Y}.
\]

After applying \( \text{vec}^{-1} \) to both sides of Eq. (7) and setting
\( \alpha = \frac{1}{\mu + 1} \), we obtain

\[
A^* = (1 - \alpha) \text{vec}^{-1} \left( (I - \alpha S \otimes S)^{-1} \text{vec}(Y) \right),
\]

\[
= (1 - \alpha) \text{vec}^{-1} \left( (I - \alpha S)^{-1} \hat{Y} \right).
\]

Since Eq. (3) is convex with respect to \( \hat{A} \), \( A^* \) is the optimal
closed-form solution of Eq. (1). As can be clearly seen, the
equilibrium state relates to the adjacency matrix \( S \otimes S \) of the
tensor product graph \( G \), which naturally takes into account
the high order relationships between data points.

\( \hat{A} \) in Eq. (5) can be deemed as a function, which gives
each vertex in \( G \) (also a pair of vertices in the original graph)
a real value to describe the pairwise relationship. \( I - S \) is the
normalized graph Laplacian of the tensor product graph. So,
the proposed method also aims at taking graph Laplacian as
a smooth operator to preserve the local manifold structure as
[29]. However, the key insight of our approach is utilizing
tensor-order graph Laplacian to smooth the pairwise
relationship in the original graph.

### 3.2 Iteration-based Solver

Solving RDP using the closed-form solution in Eq. (3) is too
computationally demanding (refer to Sec. 4.3 for detailed
analysis). To remedy this, we propose an efficient iteration-
based solver following [16].

In RDP, an iterative solver can be

\[
A^{(t+1)} = \alpha S A^{(t)} S^T + (1 - \alpha) Y.
\]

To facilitate the iteration, we need to initialize \( A^{(1)} \). Opposed
to most variants of diffusion process summarized in [11],
we do not consider different types of initialization \( A^{(1)} \),
since our algorithm is guaranteed to converge to the same
solution. The only difference is that the convergence speed is
not the same with different initializations as demonstrated in
the experiments. In each iteration, similarity values are
propagated on the affinity graph through the contextual
information around both query nodes and database nodes,
which is involved by pre-multiplying \( \hat{A}^{(t)} \) by \( S \) and post-
multiplying \( \hat{A}^{(t)} \) by \( S^T \). In other words, the considered
context is bidirectional. To summarize, our update scheme
during each iteration is to propagate similarities on the
affinity graph with probability \( \alpha \in (0, 1) \) and go back to
the initial similarities \( Y \) with probability \( (1 - \alpha) \).

Theorem 1 proves the iteration converges to exactly
the same solution presented in Eq. (5) obtained by the
regularization framework of RDP. This provides a different
yet important explanation of diffusion process on tensor
product graph which well reveals its essence, i.e., before convergence, the iterative similarity propagation is always decreasing the objective value of Eq. (1), in turn, maximizing the smoothness of the manifold in terms of the newly-defined smoothness criterion. Moreover, the generated equilibrium is independent from the initialization of $A^{(1)}$, which supports our previous claim that the initial value of $A^{(1)}$ is irrelevant in our algorithm.

3.3 Limit-based Interpretation

In this section, we show that RDP can be also understood as a diffusion process on a tensor product graph.

As is known, a simple realization of diffusion process on an affinity graph can be done by computing powers of the adjacency matrix of the graph. In this paper, the edge weights at time $t$ can be obtained from $(\alpha S)^t$. Many previous works [6], [7], [14] find that it is crucial to stop the diffusion process at a “right” time $t$. However, this is usually problematic especially when no labelled data are available. To remedy this, accumulating the results at different $t$ is suggested [33]. When $t \to \infty$, the limit of the accumulation is

$$\sum_{i=1}^{\infty} (\alpha S)^i = (I - \alpha S)^{-1}. \quad (10)$$

Since the Kronecker product of the adjacency matrix of the graph with itself is the adjacency matrix of tensor product graph, diffusion process on tensor product graph can be simply achieved by replacing $S$ in Eq (10) with $S = S \otimes S$, thus yielding

$$S^* = \sum_{i=1}^{\infty} (\alpha S)^i = (I - \alpha S)^{-1}. \quad (11)$$

Note that $S^* \in \mathbb{R}^{N^2 \times N^2}$, and our aim is to learn a new context-sensitive similarity $A^* \in \mathbb{R}^{N \times N}$. Therefore, we need to gather a portion of elements in $S^*$ to substitute $A^*$. In this paper, it can be achieved by

$$A^* = \text{vec}^{-1}(S^*Y), \quad (12)$$

where $Y \in \mathbb{R}^{N \times N}$ determines the entry indices of the selected elements in $S^*$. Meanwhile, since $Y$ does not need to be binary containing only 0 or 1, it also specifies a degree, to which extent the elements in $S^*$ should be selected.

By multiplying a constant weight $(1 - \alpha)$, Eq. (12) is identical to Eq. (8), which suggests that the proposed method is essentially a variant of diffusion process operating on tensor product graph.

3.4 Metric-based Interpretation

We present in this section that RDP is tightly related with soft cosine similarity (see Definition 1).

Let $S_i = [S_{i1}, S_{i2}, ..., S_{iN}] \in \mathbb{R}^{1 \times N}$ be the $i$-th row of $S$. Then, the similarity between $x_k$ and $x_l$ associated to the $t$-th propagation step of Eq. (2) can be expressed as

$$< S_k, S_l > = \sum_{i,j=1}^{N} A^{(t)}_{ij} S_{ki} S_{lj}, \quad (13)$$

where we omit the norm of $S_k$ and $S_l$ for approximation.

As $S_k$ (or $S_l$) records the contextual distribution of $x_k$ (or $x_l$), i.e., its neighbors which are visually similar to $x_k$ (or $x_l$), the propagation step of RDP actually computes the soft cosine similarity between two context vectors $S_k$ and $S_l$. The difference is that instead of using a fixed correlation matrix as $\hat{A}$, the correlation matrix $A^{(t)}_{ij}$ is updated dynamically at each iteration. It also implies that it is crucial for diffusion process to possess the property of convergence of iteration and the robustness to the initialization of $A^{(1)}$.

In this sense, RDP is related to those algorithms which leverage the comparison of ranking list or neighborhood to refine the input search results, such as RL-Sim Re-ranking [10], Reciprocal kNN Graph Learning [27], kNN Re-ranking [9], RNN Re-ranking [8]. Most those methods only simply count how many common neighbors which $x_k$ and $x_l$ have. However, this strategy may lead to unsatisfactory performances, since it often occurs that two points belong to the same dense cluster, but have no common neighbors. In comparison, the strategy that RDP adopts is not so strict. It considers how many similar neighbors which $x_k$ and $x_l$ have, by using the learned correlation matrix $A^{(t)}$.

4 Variants

In this section, two important variants of RDP are proposed towards two different goals.

In Sec. 4.1, we extend RDP to tackle two heterogeneous graphs, with each graph from one particular data domain. Since the bidirectional context is asymmetric in this specific scenario, we name this variant as Asymmetric Regularized Diffusion Process (ARDP). By doing so, ARDP can be applied to improve the performance of cross-modal retrieval.

In Sec. 4.2, we generalize RDP to hypergraph, so that more complex relationships (instead of pairwise relationships) between objects can be handled. Since affinity learning here is done by performing RDP on the tensor product of the Hypergraph with itself, we call this variant as HRDP.

4.1 Learning on Heterogeneous Graphs

Assume $G^{(1)} = (X^{(1)}, W^{(1)})$ and $G^{(2)} = (X^{(2)}, W^{(2)})$ are from two heterogeneous data domains, where $X^{(i)}$ denotes $N_i$ data points in the $i$-th domain, and $W^{(i)} \in \mathbb{R}^{N_i \times N_i}$ is the graph adjacency matrix, respectively $(i = 1, 2)$. Now, we need to derive the similarity $A \in \mathbb{R}^{N_1 \times N_2}$, which measures the pairwise similarities between the data points in one domain and the data points in the other domain. Accordingly, we can have $D^{(i)} \in \mathbb{R}^{N_i \times N_i}$ and $W^{(i)} \in \mathbb{R}^{N_i \times N_i}$ $(i = 1, 2)$. Note $A$ is not necessarily a square matrix, as the sizes of those two domains may be different.

Let $x_k$ and $x_l$ be two exemplars in the first domain, and $x_j$ and $x_l$ be two exemplars in the second domain. The objective function of Asymmetric Regularized Diffusion Process (ARDP) is given as

$$\min_{A} \frac{1}{2} \sum_{i,j=1}^{N_2} \sum_{k,l=1}^{N_1} A^{(1)}_{kl} W^{(1)}_{ik} W^{(1)}_{jl} \left( \frac{A_{ki}}{\sqrt{D^{(1)}_{kk} D^{(1)}_{ll}}} - \frac{A_{lij}}{\sqrt{D^{(2)}_{jj} D^{(1)}_{ll}}} \right)^2 + \mu \sum_{i=1}^{N_2} \sum_{k=1}^{N_1} (A_{ki} - Y_{ki})^2, \quad (14)$$

where $Y_{ki}$ is the $i$-th element of the ranking list of $x_k$.
where $Y \in \mathbb{R}^{N_1 \times N_2}$ denotes the original cross-modal similarity which we want to preserve, and $\mu$ is the regularization parameter which has the same effect as in the standard RDP.

Defining the two identical coordinate transformations as $\alpha \equiv N_1(i - 1) + k$ and $\beta \equiv N_1(j - 1) + l$, we can convert Eq. (14) in the same form as presented in Eq. (5), via defining $S = S^{(2)} \otimes S^{(1)} \in \mathbb{R}^{(N_1 N_2) \times (N_1 N_2)}$. Also, the closed-form solution $A^* \in \mathbb{R}^{N_1 \times N_2}$ can be adapted from Eq. (8). Moreover, the iterative formulation of ARDP is

$$A^{(t+1)} = \alpha S^{(1)} A^{(t)} S^{(2)T} + (1 - \alpha)Y.$$  

(15)

It is easy to prove that the above iteration converges to the closed-form solution of Eq. (14).

Since RDP is only suitable for within-domain retrieval, one can set $Y = I$ to enforce the self-similarity. However, it is not the case for ARDP, since the data points from different domains are different. From a mathematical point of view, $Y$ is also not a square matrix in general. This indicates that we need to initialize $Y$ by using other algorithms which can provide the cross-modal similarity. In this sense, ARDP can serve as a postprocessing procedure for other cross-modal algorithms to learn more reliable cross-modal similarities. Meanwhile, the acquisition of $S^{(1)}$ is simple and can be done within each individual domain.

### 4.2 Learning on Tensor Product Hypergraph

Both RDP and almost all the aforementioned diffusion processes [1], [4], [14], [15] assume pairwise relationships between objects. To handle more complex relationships, we propose a novel and important variant called HRDP, to show how to perform affinity learning on the tensor product hypergraph in this section.

Apart from a simple graph where each edge connects two vertices, the edge in a hypergraph [43] connects more than two vertices. Let $\mathcal{G} = (X, W)$ denote the hypergraph with $N$ vertices and $M$ hyperedges. The vertices of the graph denote the data points $X = \{x_1, x_2, \ldots, x_N\}$. Each hyperedge $\epsilon$ in $\mathcal{G}$ is assigned a weight $W_{\epsilon \epsilon}$, with all the weights stored in a diagonal matrix $W \in \mathbb{R}^{M \times M}$. The hypergraph $\mathcal{G}$ can be denoted by an incidence matrix $H \in \mathbb{R}^{N \times M}$

$$H(i, \epsilon) = \begin{cases} 1, & \text{if } x_i \in \epsilon \\ 0, & \text{if } x_i \notin \epsilon. \end{cases}$$  

(16)

Based on $H$, the vertex degree of each vertex $x_i \in X$ is

$$D_{ii} = \sum_{\epsilon=1}^{M} W_{\epsilon \epsilon} H_{i \epsilon},$$  

(17)

and the edge degree of hyperedge $\epsilon$ is

$$B_{\epsilon \epsilon} = \sum_{i=1}^{N} H_{i \epsilon}.$$  

(18)

Note that both $D \in \mathbb{R}^{N \times N}$ and $B \in \mathbb{R}^{M \times M}$ are also diagonal matrices.

Let $A \in \mathbb{R}^{N \times N}$ be the target similarity matrix learned by HRDP. The objective function of HRDP is

$$\min_{A} \frac{1}{2} \sum_{\epsilon, \epsilon=1}^{M} \sum_{i,j,k,l=1}^{N} \frac{W_{\epsilon \epsilon} H_{i \epsilon} H_{j \epsilon} W_{\epsilon \epsilon} H_{k \epsilon} H_{l \epsilon}}{B_{\epsilon \epsilon} B_{\epsilon \epsilon}}$$

$$= \frac{1}{2} \sum_{\gamma=1}^{M^2} \sum_{\alpha, \beta=1}^{N^2} \frac{W_{\gamma \gamma} H_{\alpha \gamma} H_{\beta \gamma}}{B_{\gamma \gamma}} \left( \frac{\tilde{A}_{\alpha \gamma}}{\sqrt{D_{\alpha \alpha}}} - \frac{\tilde{A}_{\beta \gamma}}{\sqrt{D_{\beta \beta}}} \right)^2$$

$$= \sum_{\gamma=1}^{M^2} \sum_{\alpha, \beta=1}^{N^2} \frac{W_{\gamma \gamma} H_{\alpha \gamma} H_{\beta \gamma}}{D_{\alpha \alpha}} \left( \frac{\tilde{A}_{\alpha \gamma}^2}{D_{\alpha \alpha}} - \frac{\tilde{A}_{\alpha \gamma} \tilde{A}_{\beta \gamma}}{D_{\alpha \alpha} D_{\beta \beta}} \right)$$

$$= \sum_{\gamma=1}^{M^2} \sum_{\alpha, \beta=1}^{N^2} \frac{W_{\gamma \gamma} H_{\alpha \gamma} H_{\beta \gamma}}{D_{\alpha \alpha}} \sum_{\beta=1}^{N^2} \frac{H_{\beta \gamma}}{D_{\gamma \gamma}} - \sum_{\alpha, \beta=1}^{M^2} \frac{\tilde{A}_{\alpha \gamma} \tilde{A}_{\beta \gamma}}{D_{\alpha \alpha} D_{\beta \beta}} \frac{\tilde{A}_{\beta \gamma}}{D_{\beta \beta}}$$

$$= \sum_{\alpha=1}^{N^2} \frac{\tilde{A}_{\alpha \alpha}^2}{D_{\alpha \alpha}} \sum_{\gamma=1}^{M^2} \frac{W_{\gamma \gamma} H_{\alpha \gamma}}{D_{\gamma \gamma}} - \tilde{A}^{T} D^{-1/2} \mathbb{H} W B^{-1} \mathbb{H}^{T} D^{-1/2} \tilde{A}$$

$$= \sum_{\alpha=1}^{N^2} \frac{\tilde{A}_{\alpha \alpha}^2}{D_{\alpha \alpha}} - \tilde{A}^{T} D^{-1/2} \mathbb{H} W B^{-1} \mathbb{H}^{T} D^{-1/2} \tilde{A}$$

$$= \tilde{A}^{T} (I - D^{-1/2} \mathbb{H} W B^{-1} \mathbb{H}^{T} D^{-1/2}) \tilde{A},$$

(19)

where $W = W \otimes W \in \mathbb{R}^{M^2 \times M^2}$, $H = H \otimes H \in \mathbb{R}^{N^2 \times N^2}$, $B = B \otimes B \in \mathbb{R}^{M^2 \times M^2}$, and $\mathbb{D} = D \otimes D \in \mathbb{R}^{N^2 \times N^2}$. The above transformation utilizes the following facts

1. $W_{\epsilon \epsilon} W_{\epsilon \epsilon} = W_{\gamma \gamma}, H_{i \epsilon} H_{j \epsilon} = H_{\alpha \gamma}, H_{j \epsilon} H_{l \epsilon} = H_{\beta \gamma}, B_{\epsilon \epsilon} B_{\epsilon \epsilon} = B_{\gamma \gamma}$,
2. $B_{\gamma \gamma} = \sum_{\beta=1}^{N^2} H_{\beta \gamma}$,
3. $D_{\alpha \alpha} = \sum_{\gamma=1}^{M^2} W_{\gamma \gamma} H_{\alpha \gamma}$.

Afterwards, Eq. (19) can be converted to the same formulation as Eq. (3) with $S = D^{-1/2} \mathbb{H} W B^{-1} \mathbb{H}^{T} D^{-1/2}$. Therefore, the closed-form solution of HRDP can be adapted from Eq. (8). The iterative framework can also be adapted from Eq. (9) via defining $S = D^{-1/2} \mathbb{H} W B^{-1} \mathbb{H}^{T} D^{-1/2}$. 


4.3 Complexity Analysis

In this section, we analyze the algorithmic complexity of the proposed three methods.

Eq. (8) suggests that RDP requires $O(N^4)$ space complexity and $O(N^6)$ time complexity when the closed-form expression is directly used. Such a complexity is impractical even for small graphs. The iterative solver presented in Eq. (9) significantly reduces the complexity, requiring $O(N^2)$ in the space and $O(N^3)$ in the time. Certainly, some mathematical optimization can further reduce the complexity of matrix multiplication. For example, if optimized CW-like algorithms are used, the time complexity of RDP decreases to $O(N^2.373)$. The complexity of ARDP is slightly different, as it handles two different domains probably in different sizes. However, if we assume the two domains have the same scale, i.e., $O(N_1) = O(N_2) = O(N)$. Its complexity is exactly the same as RDP. As for HRDP, it appears that it incurs much heavier cost than RDP, since six matrices are multiplied to compute the transition matrix $S$. Nevertheless, $D$, $W$ and $B$ all have non-zeros elements only on their diagonal, making the operation computationally cheap. Hence, HRDP also shares the similar complexity with RDP.

Throughout our experiments below, the iterative solver is used in light of complexity.

5 Experiments

In this section, we evaluate the validity of the proposed three methods. The experimental comparison of Regularized Diffusion Process (RDP) is given from Sec. 5.1 to Sec. 5.4, with toy problems and real retrieval tasks. ARDP and HRDP are tested in Sec. 5.5 and Sec. 5.6, respectively.

Since the proposed algorithms are guaranteed to converge to the same solution at different initializations of $A^{(1)}$ after a sufficient number of iterations, we set $A^{(1)}$ randomly and the iteration number to 100 if no specified otherwise. In particular for RDP and ARDP, as suggested by [14], it is crucial to constrain diffusion process locally, i.e., only propagating similarities through neighborhood structures. Therefore, graph sparsification is applied by only preserving edges within $k$ nearest neighbors. Since graph sparsification destroys its symmetry, we re-symmetrize it via

$$W := \frac{W + W^T}{2}. $$

The regularizer $\mu$ is set to 0.18, indicating that $\alpha \approx 0.85$.

5.1 Toy Problems

We first present toy examples to illustrate that RDP can capture well the geometry of manifold structures. The data distribution is a two-spiral pattern as introduced in Fig. 1.

The parameter setup of Manifold Ranking (MR) [17] is the same as RDP, and $Y$ is set to identity matrix $I$. $A^{(1)}$ is set to zero matrix in order to observe the procedure of similarity propagation. In Fig. 5a and Fig. 5b, we present the retrieval results of MR and RDP after convergence (100 iterations). We can find that the retrieval performance of RDP is significantly better than MR. MR fails to reflect the intrinsic structure of two spirals probably because the two spirals are very close.

The performance comparison with other variants of diffusion process is given in Table. 1. Among the compared methods, LCDP, TPG and GDP can be considered to work on tensor product graph. LCDP cannot guarantee the convergence of iteration. Although...
Experiments on Ukbench and Holidays. Ukbench dataset consists of 2,550 objects, with each object having 4 different view points. All 10,200 images are both indexed as queries and database images. The evaluation metric is N-S score, which counts the average recall of the top-4 ranked images. Thus, the best N-S score is 4. Holidays dataset is composed of 1,491 images, among which 500 images serve as the queries. The standard evaluation protocol is mean Average Precision (mAP). The parameter $k$ in RDP is set to 4.

Driven by the tremendous development of deep learning, the image retrieval performance has been boosted significantly in recent years. To generate the baseline similarity used in RDP, we utilize a representative algorithm [47], which currently achieves the state-of-the-art performances with global image signatures. Using the public available codes, we re-implement its results, i.e., N-S score 3.829 on the Ukbench dataset and mAP 93.855 on the Holidays dataset. Note that we use the rotated version of Holidays dataset released in [48]. As can be drawn in Table 2, after applying RDP, its performance is increased to 3.932 (by 0.103) on the Ukbench dataset and to 95.666 (by 1.811) on the Holidays dataset, respectively.

As numerous number of algorithms have reported results on those two datasets, it is unrealistic to give comparisons with all of them. Therefore, besides diffusion processes (e.g., LCMD [15] and TPG [16]), we only include those which are relevant to ours or some other representative algorithms in Table 2. Among them, CDM [2], Graph Fusion [6], [7] and Yang et al. [35] are also iteration-based re-ranking algorithms as RDP. KNN Re-ranking [9], RNN Re-ranking [8] and Sparse Contextual Activation (SCA) [46] aim at refining the search result by directly defining a certain metric on the context (without iteration). One may observe that those non-iterative methods usually do not report results on the Holidays dataset. The reason is that most categories on the Holidays dataset only have one groundtruth image. Consequently, it becomes much more difficult to derive a rational similarity by simply counting the number of common neighbors of two images. In comparison, RDP is capable to handle this challenging case due to usage of the correlation

5.3 Natural Image Retrieval

Besides the toy examples and baseline comparisons presented above, the proposed RDP is evaluated with real image retrieval tasks in this section. Four widely-used image datasets are used, including the Ukbench dataset [22], the Holidays dataset [23], the Oxford5K dataset [24] and the Oxford105K dataset.

![Image](image-url)
Experiments on Oxford5K. As RDP is graph-based, it has an innate advantage that multiple queries can be concurrently retrieved after the pairwise similarities among the vertices in the graph are updated. However, this also gives RDP a disadvantage that if the query is not the part of the graph, adding new queries to the graph can be time-consuming as the graph-based affinity learning should be done with each query independently.

To handle the scenario where the queries are unseen at the testing time, we get inspirations from a representative algorithm called Regional Diffusion [30] and resort to the following testing procedure: 1) excluding the query images, learn the similarity $A^* \in \mathbb{R}^{N \times N}$ using RDP with $N$ database objects; 2) compute $S_{qi}$, the transition probability from $q$ to all the database objects $j$ ($1 \leq j \leq N$); 3) the similarity between $q$ and a certain database object $i$ after diffusion, that is $A_{qi}$, can be approximated by the weighted average $A_{qi}^*$ over all the $j$, with the weight proportional to $S_{qi}$.

The main benefit of such an approximate solution is that we do not need to run RDP for each query. Instead, $A$ is only learned once with database objects, but can be adaptively reused with different queries at the testing time. Namely, we do not add all the queries to the graph when running RDP, but can also index each query one-by-one without graph learning, which makes RDP more flexible and efficient in this specific situation. Readers can refer to [30] for more detailed analysis and a different application where diffusion process is applied to overlapping image regions.

Following [30], [50], the Oxford5K dataset [24] is employed for simulation. The Oxford5K dataset contains 5,062 images collected from Flickr. Additionally, there are 55 queries, each annotated with a region of interest. Table 3 shows that, the approximate version of RDP can effectively improve the baseline performance of [47] from 86.1 to 91.3. As analyzed above, in [50], a better similarity can be achieved by using QE and DBA additionally. With this baseline, the performance is further improved by RDP from 94.7 to 95.3. It suggests that although the principle of QE and RDP is similar, they also have complementary effects in affinity learning. Meanwhile, this result is comparable to the state-of-the-art, 95.8 reported by fast spectral ranking (FSR) [51] and regional diffusion [30].

Scalable Experiments on Oxford105K. To test the potential
capacity in scalable retrieval, RDP is evaluated with the Oxford105K dataset. This dataset is an extension of the Oxford5K dataset, enlarged with 100K distractor images from [24].

Since it is computationally prohibitive to directly run graph-based learning algorithms on such large graphs on standard PCs in light of the deficiency in storage and calculating speed, we adopt a truncated solution inspired by query expansion [15] and regional diffusion [30], which runs as follows: 1) for each query, return the top-500 ranked images using the baseline similarity; 2) construct the affinity graph with 501 vertices by including the given query; 3) apply RDP to this smaller graph; 4) refine the ranking list with the learned similarity to the top-500 ranked images. As can be drawn in Table 3, the truncated version of RDP still achieves mAP 94.0 on this challenging dataset, a competitive performance against the state-of-the-art. It is only outperformed by [30], which uses subimages in addition to the whole images. The average indexing time of this truncated solution will be analyzed in Sec. 5.7.

5.4 Sketch Retrieval

We also verify RDP with sketch retrieval on the TU Berlin Sketch dataset [25]. It is one of the largest sketch datasets to date, which gathers 20,000 unique sketches evenly distributed over 250 object categories.

Similar to N-S score used above, we define the retrieval accuracy as the average recall at top-80 ranked sketches, indicating that the best performance is 80. Each sketch is used as the query in turn, and the rest serves as the database. To represent the sketch, we use the same Bag-of-Words [31] representation built upon a variant of SIFT [54] as described in [25]. Its retrieval accuracy is merely 10.95. That is to say, among the first 80 returned candidates, only 11 are correct positives on average. Obviously, the baseline similarity involves masses of noise in the context, which sets difficulty for RDP to learn similarities. However, our results show that RDP can still learn a better similarity, achieving retrieval accuracy 13.10 when setting $k = 20$. It firmly demonstrates the robustness of RDP in the presence of considerable noisy context.

5.5 Cross-Modal Retrieval

To demonstrate the effectiveness of ARDP in cross-modal retrieval, the Wikipedia dataset [26, 27] is used.

The Wikipedia dataset is generated from Wikipedia’s “featured article”, a continuously growing collection that has been selected and reviewed by Wikipedia’s editors. It contains a total of 2,866 documents, which are text-image pairs annotated with 10 semantic categories. The dataset is randomly split into a training set of 2,173 documents and a test set of 693 documents. Two retrieval tasks are usually investigated, i.e., image-based text retrieval and text-based image retrieval. In the first case, the images serve as the queries and the texts serve as the database to be indexed. In the second case, the roles of images and texts are reversed. The used evaluation metric is mean Average Precision (mAP), which computes the average precision at the ranks where the recall changes.

To generate the baseline similarities, the public-available codes and features provided along with the dataset are used. Specifically, each image is represented using an 128-dimensional SIFT [54] histogram in the Bag-of-visual-Words (BoW) [31] model, and each text is represented using a histogram of a 10-topic Latent Dirichlet allocation (LDA) model. Three approaches [26, i.e., Correlation Matching (CM), Semantic Matching (SM), and Semantic Correlation Matching (SCM), are used separately to learn the initial cross-modal similarity $Y$ in Eq. (15). To learn the two within-domain transition matrices $S^{(1)}$ and $S^{(2)}$, the similarity between two images (or texts) is directly obtained by comparing their features in the Euclidean space.

In Table 4, we show the comparison between ARDP and the baseline similarities. As can be drawn, ARDP significantly improves the performances of all the three baselines with both image queries and text queries. For instance, the performances of SCM are improved by 9.20 percents with image queries, 8.50 percents with text queries, and 8.80 percents on average.

Table 5 presents the comparison with other state-of-the-art algorithms, including Learning Coupled Feature Spaces (LCFS) [55], Local Group based Consistent Feature Learning (LGCF) [56], Joint Feature Selection and Subspace Learning (ZFSSL) [57] and Joint Graph Regularized Heterogeneous Metric Learning (JGRHML) [58]. Among them, the closest work to ARDP is JGRHML [58]. Though both use graph regularization, there are many essential differences between JGRHML and ARDP. First, the affinity graph used by ARDP directly models the relationship between data points from two domains, while JGRHML mixes the two domains together to construct a larger affinity graph. Second, ARDP benefits from the similarity constraint of each modality by using the transition matrices within each individual domain. It is known that within-domain similarity is generally more reliable than cross-domain similarity. Third, ARDP enables a simple implementation with only iteration, while JGRHML requires an alternative optimization for multiple variables that needs to compute the matrix inverse. As can be drawn from Table 5, ARDP sets a new state-of-the-art performance on the Wikipedia dataset.
At last, it should be mentioned that ARDP is not limited to text-based image retrieval and image-based text retrieval. It can be expected that ARDP can improve other cross-modal retrieval fields, such as sketch-based 3D shape retrieval \([59, 60]\), sketch-based image retrieval \([61]\), etc.

5.6 3D Model Retrieval on the Hypergraph

In this section, we assess the performance of HRDP in the hypergraph settings \([43]\) with view-based 3D model retrieval. As a basic and popular methodology in 3D model retrieval, view-based algorithms have drawn much attention for decades. Especially in recent years, the progressive evolution of planar image representation (e.g., BoW \([31]\), convolutional neural network \([62]\)) makes it easier to describe 3D models using depth or silhouette projections.

Following \([63]\), the evaluation pipeline is defined as follows: 1) The views of all 3D models are grouped into multiple clusters via K-means. Each cluster is deemed as one hyperedge that connects the 3D models which have views in this cluster, thus constructing the hypergraph structure \(\mathcal{G}\) with the incidence matrix \(H\). 2) The weight \(W\) of each hyperedge is defined as the sum of the pairwise similarities between any two views in the cluster. 3) The retrieval on the 3D models is performed via running the proposed HRDP on the hypergraph \(\mathcal{G}\).

The experiments are conducted on the well-known Princeton Shape Benchmark (PSB) \([28]\), which is comprised of 1, 804 3D polygonal models. The entire dataset is split into training set and testing set with 907 models each. Following the convention, only the testing set having 92 categories is used for evaluation. We employ two evaluation measures, that is First Tier (FT) and Second Tier (ST). The values of FT and ST range from 0 to 1, and larger values mean better performances. One can refer to \([20]\) for their mathematical definitions. Following \([64, 65]\), we render 64 projections for each 3D model. Each projection is fed into the trained CNN model VGG-S \([65]\). The \(L_2\) normalized activations from the 7-th fully connected layer are taken as the view features.

In Fig. 5, we plot the retrieval performances of the baseline (hypergraph learning \([43]\)) and the proposed HRDP, with a different number of the hyperedges. As can been seen clearly, HRDP outperforms the baseline consistently. This firmly demonstrates the positive effects brought by the affinity learning on the tensor product of the hypergraph.

Meanwhile, as expatiated above, the input relationships handled by HRDP are not pairwise as in RDP. It means that though the sophisticated multi-view matching is evaded, we can still obtain the pairwise similarities between 3D models by using HRDP. On the other hand, it also inspires that the output of HRDP can be the input of RDP, since the similarities \(A\) learned by HRDP can be naturally converted into the transition matrix \(S\) in Eq. (9). Fig. 5 further presents the performances (blue line) of the combined usage of HRDP and RDP. It verifies that HRDP is well compatible with RDP in a cascade manner.

The best performances achieved by our methods are FT 0.588 and ST 0.729. Compared with the state-of-the-art, this achievement is higher than tBD \([67]\), 2D/3D Hybrid \([68]\), Makadia et al. \([69]\) and PANORAMA \([70]\), but is still inferior to other algorithms, such as 3DVFF \([71]\), GIFT \([64]\), \([72]\), etc. However, as emphasized, the focus of this paper is not to establish a developed retrieval system. Instead, we propose a generic affinity learning algorithm. Particularly in this section, we are demonstrating the capacity of HRDP in learning more reliable similarities on the tensor product hypergraph. It can be envisioned that the performance of HRDP can be better if more discriminative features \([73, 74]\) are used.

Of course, HRDP is not restricted by the application of view-based 3D model retrieval. Most tasks which require the affinity learning on the original hypergraph (e.g., clustering) can be reconsidered by using HRDP to bring into account the beneficial high-order (tensor) information. Meanwhile, one could also improve HRDP via feature selection \([76]\), probabilistic modeling, etc.

5.7 Discussion

Analysis of Iteration. In Fig. 6a and Fig. 6c we present the influence of iteration number on the objective value defined in Eq. (1) and the retrieval performance of RDP on the YALE dataset. Here we set \(Y = I\). We use five types of initialization \(A^{(1)}\), among which the first 4 types are used in generic diffusion process \([1]\) and the last one is random values. A first glance at Fig. 6a shows that when propagating affinities on the affinity graph iteratively, RDP tries to minimize the objective function in Eq. (1) until convergence. It reveals the essential behavior of diffusion process on tensor product graph at each iteration. It also means that the number of iteration can be theoretically determined when the objective value reaches its minimum. Second, it is observed that different initializations of \(A^{(1)}\) will reach the same equilibrium with different convergence speed. Generally, starting from kNN transition matrix leads to the fastest convergence speed while random initialization is the slowest one. Third, the retrieval performances are exactly the same at equilibrium as presented in Fig. 6c. It demonstrates the robustness of RDP as opposed to the variants summarized in \([1]\) that require a careful initialization of \(A^{(1)}\). The same phenomena can be observed on the MPEG-7 dataset, as presented in Fig. 6b and Fig. 6d.

We draw readers’ attention that the objective value at the equilibrium is the smallest. However, it does not necessarily indicate that the equilibrium achieves the best retrieval performances. For example, the purple curve of “identity matrix” in Fig. 6a shows that the best performance 79.29% is achieved when iteration number is 7, better than 78.07% after convergence reported in Table 1.

Similar to RDP, we can also observe from Fig. 6c and Fig. 6g that the convergence status of the iteration of ARDP
approximates the closed-form solution of its regularization formulation. It also holds for HRDP at Fig. 6d and Fig. 6h.

**Average Query Time.** In Table 6 we present the average query time of the proposed three methods (RDP, ARDP and HRDP) on the 10 datasets used in this work. All the experiments are carried out on a personal computer with an Intel(R) Core(TM) i7 CPU (3.20 GHz) and 64 GB memory.

Owing to the well optimized matrix multiplication, the average query time of the three methods can be controlled within milliseconds on most datasets, even on the relative larger TU Berlin sketch datasets with 20K objects. On the Oxford5k dataset, the approximate version of RDP is also efficient to handle the query-by-region case. On the Oxford105K dataset, the average query time of the truncated version of RDP is 809ms, also acceptable in the scalable setting. In the meantime, it can be expected that the indexing procedure can be significantly accelerated on distributed systems like MapReduce.

**The Impact of Parameters.** There are two key parameters in the proposed RDP, i.e., the regularizer $\mu$ and the number of nearest neighbors on the affinity graph $k$.

In Fig. 7a we plot the influence of $\mu$ on the retrieval accuracy on the YALE dataset. As it shows, the retrieval performance of RDP changes from 73.88 to 77.07 and arrives the peak value 78.07 at $\mu = 0.18$. As suggested in [1], [14], it is crucial to determine the number of nearest neighbors. Fig. 7b presents that different values of $k$ affects the retrieval performances dramatically. The best performance 78.07 is achieved at $k = 5$, while the worst performance is only 56.14. How to automatically determine the value of $k$ is still an open issue for all approaches that use the pairwise similarity matrices.

### TABLE 6

<table>
<thead>
<tr>
<th>Methods</th>
<th>Datasets</th>
<th>Type</th>
<th>Size</th>
<th>Time</th>
</tr>
</thead>
<tbody>
<tr>
<td>RDP</td>
<td>ORL Face</td>
<td>400</td>
<td>0.51ms</td>
<td></td>
</tr>
<tr>
<td></td>
<td>YALE Face</td>
<td>165</td>
<td>0.22ms</td>
<td></td>
</tr>
<tr>
<td></td>
<td>MPEG-7 Shape</td>
<td>1400</td>
<td>2.53ms</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Ukbench Image</td>
<td>10,200</td>
<td>4.91ms</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Holidays Image</td>
<td>1,491</td>
<td>3.11ms</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Oxford5K Image</td>
<td>5,062</td>
<td>5.45ms</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Oxford105K Image</td>
<td>100K</td>
<td>809ms</td>
<td></td>
</tr>
<tr>
<td></td>
<td>TU Berlin Sketch</td>
<td>20K</td>
<td>58.9ms</td>
<td></td>
</tr>
<tr>
<td>ARDP</td>
<td>Wikipedia Text</td>
<td>2,866</td>
<td>0.77ms</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Image</td>
<td>2,866</td>
<td>0.80ms</td>
<td></td>
</tr>
<tr>
<td>HRDP</td>
<td>PSB 3D Model</td>
<td>907</td>
<td>0.54ms</td>
<td></td>
</tr>
</tbody>
</table>

6 CONCLUSIONS

In this paper, we focus on improving object retrieval with diffusion process. Our primary contributions are three tensor-order affinity learning algorithms, customized for different retrieval settings:

1) **RDP** handles simple object retrieval as related works, such as [1], [16]. However, in contrast to those only focusing on the iterative model, the novelty of RDP lies in its regularization framework, which theoretically explains why diffusion process on tensor product graph is more capable in retrieval tasks. Specifically, one can clearly observe that RDP is minimizing a kind of relationship among four tuples at each iteration, so that high order information provided by tensor product graph is necessary.

2) **ARDP** adapts RDP to cross-modal retrieval. The bidirectional context that ARDP imposes to the iterative similarity propagation is derived from two different data domains. Therefore, it can learn the similarity across domains by utilizing the inherent relationship within each individual domain.
3) HRDP further generalizes RDP to tackle non-pairwise input relationships. To this end, affinity learning is done on the tensor product of the hypergraph, where the hyperedges are used to capture the complex relationships.

As a result, our work is a generic tool for object retrieval, with the capacity of learning more faithful similarities in most commonly-used retrieval settings. Comprehensive experiments on 10 retrieval benchmarks firmly demonstrate the generalization and the effectiveness of our work. Meanwhile, it can be expected that our work can be a practical guide for other applications, such as geometric verification [15], point registration, graph matching [27], [28] and low-shot learning [19].
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