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Abstract

For many fundamental problems of computer vision, adopting a graph-based framework can be straightforward and very effective. In this thesis, I propose several graph-based inference methods tailored for different computer vision applications. It starts from studying contour-based object detection methods. Compared to other image cues, the outline contour (silhouette) is invariant to lighting conditions and variations in object color and texture. More importantly, it can efficiently represent image structures with large spatial extents. Because of these advantages, contour information is widely used in object detection and recognition methods. However, the contour-based methods mainly suffer from the fact that the contour is not very distinctive and informative, especially when considered locally. We made several efforts to address this problem. The first effort we made is not directly related to graph-based modeling but rather to increase the distinctness of contour matching. We propose a novel technique that significantly improves the performance of oriented chamfer matching on images with cluttered background. Different to other matching methods, which only measures how well a template fits to an edge map, we evaluate the score of the template in comparison to auxiliary contours, which we call normalizers. We utilize AdaBoost to learn a Normalized Oriented Chamfer Distance (NOCD). Our experimental results demonstrate that it boosts the detection rate of the oriented chamfer distance. The simplicity and ease of training of NOCD on a small number of training samples promise that it can replace chamfer distance and oriented chamfer distance in any template matching application.

While this method can significantly reduce the number of false alarms, the object is still represented by a star-model (a spatial case of graph-based object representation), and hough voting method is adopted to perform the inference. Theoretically this method is still prone to clutter background because no effort has been made to accurately cut and match the contours. We propose a novel framework for contour based object detection, by replacing the hough-voting framework with finding dense subgraph inference. Compared to
previous work, we propose a novel shape matching scheme suitable for partial matching of edge fragments. The shape descriptor has the same geometric units as shape context but our shape representation is not histogram based. The key contribution is that we formulate the grouping of partial matching hypotheses to object detection hypotheses is expressed as maximum clique inference on a weighted graph. Consequently, each detection result not only identifies the location of the target object in the image, but also provides a precise location of its contours, since we transform a complete model contour to the image. We achieve very competitive results on ETHZ dataset, obtained in a pure shape-based framework, demonstrate that our method achieves not only accurate object detection but also precise contour localization on cluttered background.

Similar to the task of grouping of partial matches in the contour-based method, in many computer vision problems, we would like to discover certain pattern among a large amount of data. For instance, in the application of unsupervised video object segmentation, where we need automatically identify the primary object and segment the object out in every frame. We propose a novel formulation of selecting object region candidates simultaneously in all frames as finding a maximum weight clique in a weighted region graph. The selected regions are expected to have high objectness score (unary potential) as well as share similar appearance (binary potential). Since both unary and binary potentials are unreliable, we introduce two types of mutex (mutual exclusion) constraints on regions in the same clique: intra-frame and inter-frame constraints. Both types of constraints are expressed in a single quadratic form. An efficient algorithm is applied to compute the maximal weight cliques that satisfy the constraints. We apply our method to challenging benchmark videos and obtain very competitive results that outperform state-of-the-art methods. We also show that the same maximum weight subgraph with mutex constraints formulation can be used to solve various computer vision problems, such as points matching, solving image jigsaw puzzle, and detecting object using 3D contours.
Graph-based modeling can be also the foundation in semi-supervised learning framework. We propose an approach based on standard graph transduction, semi-supervised learning (SSL) framework. Its key novelty is the integration of global connectivity constraints into this framework. Although connectivity leads to higher order constraints and their number is an exponential, finding the most violated connectivity constraint can be done efficiently in polynomial time. Moreover, each such constraint can be represented as a linear inequality. Based on this fact, we design a cutting-plane algorithm to solve the integrated problem. It iterates between solving a convex quadratic problem of label propagation with linear inequality constraints, and finding the most violated constraint. We demonstrate the benefits of the proposed approach on a realistic and very challenging problem of cosegmentation of multiple foreground objects in photo collections in which the foreground objects are not present in all photos. The obtained results not only demonstrate performance boost induced by the connectivity constraints, but also show a significant improvement over the state-of-the-art methods.
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Chapter 1

Contour-based Object Detection
1.1 Boosting Chamfer Matching by Learning Chamfer Distance Normalization

1.1.1 Introduction

Chamfer matching has been widely used for edge based object detection and recognition in computer vision. However, its performance is seriously limited in cluttered images. One of the main drawbacks of chamfer matching is the fact that a given template often fits better to a cluttered background than to the location of a true target object. Oriented chamfer matching (OCD) [127, 125] adds orientation information, which significantly improves the performance of chamfer matching, but the problem still remains, as illustrated in Fig. 1.1. The proposed approach provides a solution to this problem by comparing the matching score of the template to normalizers, which are curve segments of varying but simple shape. There are two key properties of the normalizers. (1) If the target template matches well to a cluttered background, then very likely some of the normalizers match well too. (2) If the template matches well to a true object location, it is very unlikely for any normalizer to match well. Consequently, the normalized oriented chamfer distance (NOCD) significantly improves the discriminative power of OCD. Some examples are shown in Fig. 1.1.

Since it is hard if not impossible to satisfy (1) and (2) with a finite set of normalizers for a given set of target templates, we treat normalized chamfer distances as weak classifiers and employ AdaBoost to learn their weights. The weights provide a soft way of selecting adequate normalizers for a given template. As our experimental results demonstrate, AdaBoost is able to learn the normalizer weights on a small set of training images, which makes the proposed approach suitable for all practical applications currently based on (oriented) chamfer matching.
The section is structured as follows. In Section 1.1.3, we review basic definitions of chamfer distance and oriented chamfer distance. The new concept of distance normalization is introduced in Section 1.1.4 and AdaBoost learning of their weights is described in Section 1.1.5. Section 1.1.6 describes a simple framework for object detection. Finally, Section 1.1.7 introduces our set of normalizers. The performance of our method is evaluated and compared to OCD in Section 2.7.

1.1.2 Related work

There is a large number of applications of chamfer matching in computer vision and in medical image analysis. Chamfer distance was first introduced by Barrow et al. [5] in 1977 with a goal of matching two collections of contour fragments. Until today chamfer matching is widely used in object detection and classification task due to its tolerance to misalignment in position, scale and rotation. Borgefors [14] introduced a modified chamfer matching method called hierarchical chamfer matching, which could be regarded as a coarse-to-fine
process by matching edge points using a resolution pyramid of the image. This method focuses on alleviating the computational load for chamfer matching. Meanwhile, chamfer matching meets the real-time system requirement due to fast implementations of distance transforms. Gavrila and Munder [53] performed template matching based on chamfer distance transform as a core technique to construct a real-time detection system of pedestrians.

Leibe et al. [79] used chamfer matching to detect pedestrian in crowded scenes, and combined segmentation as a verification to prevent the false alarms that mostly lie in the cluttered background. Stenger et al. [131] introduced a template hierarchy which is formed by bottom-up clustering based on the chamfer distance. In [104], Opelt et al. used chamfer distance to score each boundary fragment for selection of candidate contour fragments. Opelt et al. also compared each boundary fragment from each category to all existing alphabet entries using chamfer distance in [105]. Other methods that utilize chamfer distance as shape similarity metric include [58, 153, 75]. Chamfer distance plays also an important role in medical image analysis, e.g., [143, 99, 41].

However, methods that utilize chamfer distance to measure the similarity between the template and edge maps suffer from mismatching to the cluttered background. It is generally agreed that main negative effect of using chamfer distance is the potential risk of increasing false alarms occurring in background with high level of clutter noise. Thayananthan et al. [134] compared the localization performance of chamfer matching and shape context [9], and concluded that chamfer matching is more robust in clutter than shape context matching even though most failure cases in chamfer matching are still due to false positive matches.

Recently, Shotton et al. [127, 125] proposed an oriented chamfer distance (OCD) that exploits edge orientation information in the form of edge gradients. OCD linearly combines chamfer distance and orientation difference between template points and their closest matches, which leads to reduction of mismatching cases to the noisy background. Trinh and Kimia [140] proposed Contour Chamfer Matching (CCM) to improve OCD. In this
method, based on the observation that the accidental alignment between a contour and the image edges always forms a zig-zagging contour, after finding the corresponding points in edge map, another orientation for edge points is computed based on the new generated curve, and an additional term which is the difference in tangent direction is taken into account when computing the Contour Chamfer Distance.

Since proposed method is not designed specifically for oriented chamfer distance, it could be also used to boost the performance of any distance metric that aims to capture edge support for a model. In particular, it would be possible to apply the proposed method to Hausdorff distance and oriented Hausdorff distance proposed in [62, 101], which is also widely used in computer vision applications. However, in [127] experimental evidence is provide that OCD has better performance than Hausdorff distance.

1.1.3 Oriented Chamfer Distance (OCD)

In this section we define chamfer distance and oriented chamfer distance (OCD), which is a simple linear combination between distance and orientation terms.

Chamfer Distance  Chamfer distance was first proposed in [5] as an evaluation of 2D asymmetric distance between two set of edge points. It is tolerant to slight shape distortion caused by shift in location, scale and rotation. Given a template $T$ positioned at location $x$ in an image $I$ and a binary edge map $E$ of the image $I$, the basic form of chamfer distance is calculated as

$$d_{\text{cham}}^{(T,E)}(x) = \frac{1}{|T|} \sum_{x_t \in T} \min_{x_e \in E} ||(x_t + x) - x_e||_2 , \quad (1.1)$$

where $||.||_2$ is $l_2$ norm and $|T|$ denotes number of points in template $T$. Chamfer distance can be efficiently computed as:

$$d_{\text{cham}}^{(T,E)}(x) = \frac{1}{|T|} \sum_{x_t \in T} DT_E(x_t + x) , \quad (1.2)$$
where $DT_E$ is a distance transform defined for every image point $x \in I$ as

$$DT_E(x) = \min_{x_e \in E} ||x - x_e||_2.$$  \hfill (1.3)

Meanwhile, in practice, distance transform is truncated to a constant $\tau$ [127]:

$$DT^\tau_E(x) = \min(DT_E(x), \tau) \hfill (1.4)$$

This reduces the negative effective due to missing edges in $E$, and allows normalization to a standard range $[0, 1]$:  

$$d_{\text{cham}, \tau}^{(T,E)}(x) = \frac{1}{|T|} \sum_{x_t \in T} DT^\tau_E(x_t + x). \hfill (1.5)$$

**Oriented Chamfer Distance (OCD)** Shotton et al. [127] proposed an improved chamfer distance called oriented chamfer distance (OCD), which adds additional robustness by exploiting edge orientation information. To define it, we first need a notation of an argument of a distance transform (ADT) that gives the locations of a closest point.

$$ADT_E(x) = \arg \min_{x_e \in E} ||x - x_e||_2. \hfill (1.6)$$

To evaluate a mismatch in orientation, the difference in tangent directions is computed

$$d_{\text{orient}}^{(T,E)}(x) = \frac{2}{\pi|T|} \sum_{x_t \in T} |\phi(x_t) - \phi(ADT_E(x_t + x))|, \hfill (1.7)$$

where $\phi(x)$ denotes tangent direction at point $x$ and ranges between zero and $\pi$. $|\phi(x_1) - \phi(x_2)|$ gives the smallest circular difference between $\phi(x_1)$ and $\phi(x_2)$. Using a simple linear combination between the distance and orientation terms, oriented chamfer distance
is defined as

\[ OCD_{\lambda}^{(T,E)}(x) = (1 - \lambda) \cdot d_{\text{cham},\tau}^{(T,E)}(x) + \lambda \cdot d_{\text{orient}}^{(T,E)}(x). \] (1.8)

For clarity, we will omit \( E \) and \( \lambda \) below when possible, and use \( OCD(T, x) = OCD_{\lambda}^{(T,E)}(x) \) to represent the oriented chamfer distance of template \( T \) at location \( x \in I \).

### 1.1.4 Normalization of Oriented Chamfer Distance

Although oriented chamfer matching adds orientation term to avoid mismatching, cluttered background still may match much better to the template than the real object contours. The reason is that cluttered background offers a large variety of edge orientations, consequently, any shape has a large probability of a good oriented chamfer score. This suggests that we need to compare the score of the target template with scores of some random shapes. If both have good OCD score at a given location, then the template match is most likely to be accidental. Based on this insight, we introduce a normalizer as an auxiliary, random shape to evaluate how well the template matches to the edge map at a certain location. For a target template \( T \), we propose to generate \( K \) normalizers, denoted by \( \mathcal{N} = \{ \eta_k \mid k = 1, \ldots, K \} \). A procedure to generate normalizes is described in Section 1.1.7. Instead of only calculating \( OCD(T, x) \) at each location \( x \), we also compute \( OCD(\eta_k, x) \), and compare the ratios

\[ R_k(T, x) = \frac{OCD(T, x)}{OCD(\eta_k, x)}. \] (1.9)

We call \( R_k(T, x) \) a **normalized score**.

Now we provide some details about the role of normalizers in improving chamfer score. The analysis is divided into three qualitative cases that illustrate an intended correct
behavior of the normalizers. In practice, not all normalizers will behave in this way, which is addressed in Section 1.1.5.

Case 1: At a correct location containing a target object in a given image, $OCD(T, x)$ is small and $OCD(\eta_k, x)$ is large, so that $OCD(T, x) < OCD(\eta_k, x)$. Consequently, $R_k(T, x)$ will become comparatively smaller than $OCD(T, x)$, which better indicates a correct match.

Case 2: In a cluttered area in which the target object is not present, both $OCD(T, x)$ and $OCD(\eta_k, x)$ are small, but $OCD(T, x) > OCD(\eta_k, x)$, so $R_k(T, x)$ will become comparatively larger than $OCD(T, x)$, which better indicates a wrong match.

Case 3: In an area that is neither cluttered nor contains the target object, both $OCD(T, x)$ and $OCD(\eta_k, x)$ are large, but $OCD(T, x) > OCD(\eta_k, x)$, so $R_k(T, x)$ will become comparatively larger than $OCD(T, x)$, which better indicates a wrong match.

Cases 1 to 3 clearly demonstrate that normalizers increase the discriminate power of OCD. However, they are based on an assumption that we have an ideal set of normalizers $\{\eta_k | k = 1, \ldots, K\}$ behaving as described in cases 1 to 3. Even though it may not be possible to find normalizers satisfying cases 1 to 3 for a given template $T$, we propose to utilize machine learning methods to learn which normalizers yield correct scores $R_k(T, x)$ for a given template $T$. For a given set of candidate normalizers, we use AdaBoost in Section 1.1.5 to learn the weights of normalized scores $R_k(T, x)$. Thus, we treat each normalized score as a weak classifier. The weights provide a soft selection of a set of normalizers with our intuition being that this selection best approximates the behavior described in cases 1 to 3.

1.1.5 Learning Normalized OCD with AdaBoost

The standard AdaBoost [51] allows us to select a set of normalizers by assigning weights to their normalized scores and to combine them as a weighted linear combination, which yields a more robust matching score. Given is a set of training images with positive and
negative examples, i.e., a set of bounding boxes containing the target object and a set of bounding boxes without the target object. AdaBoost automatically learns the weight for each weak learner and combine them to form a strong learner [137, 149]. We use the ratios $R_k(T, x)$ as weak learners for $k = 1, \ldots, K$. To be precise, a weak learner is defined as

$$h_k(T, x) = \begin{cases} 
1 & \text{for } R_k(T, x) < th_k \\
0 & \text{otherwise.}
\end{cases}$$

(1.10)

In each iteration $1, \ldots, K$, we search for a weak learner with the best detection performance on the training set. During the search, the optimal threshold $th_k$ for each weak learner is chosen to minimize the misclassification error (ME). At each iteration of AdaBoost, each training example carries a classification weight. ME is defined as the sum of the classification weights of misclassified training examples (both positives and negatives). As the output we obtain a strong learner

$$H(T, x) = \sum_{k=1}^{K} w_k \cdot h_k(T, x)$$

(1.11)

In the AdaBoost terminology, the value of the strong learner indicates how likely a given image location $x$ belongs to the class of template $T$. The larger the value the most likely this is the case. We propose to replace the oriented chamfer distance of $T$ with the value of $H(T, x)$. We define a **Normalized Oriented Chamfer Distance** as $NOCD(T, x) = H(T, x)$. While OCD is a distance in that the smaller is OCD value the better, NOCD is a similarity measure, i.e., the larger the NOCD value, the most likely the target object is present at location $x$.

We use a simple strategy to select training examples for AdaBoost. Given is a set of training images with ground truth bounding boxes enclosing target objects. For each training image we select only 5 positive and 5 negative examples. As 5 positive examples we randomly select 5 locations in a small neighborhood around the ground truth locations. We
select as negative examples 5 locations \( x \) with locally smallest oriented chamfer distance 
\( OCD(T, x) \) such that the area of the intersection of the bounding box centered at \( x \) with 
any ground truth bounding box is less than 50%.

### 1.1.6 Object Detection with NOCD

In order to be able to evaluate the performance of NOCD, we describe a very simple approach for object detection in this section. We keep it simple to allow for clear comparison to OCD. However, we use a flexible shape model in our approach in order to be able to 
evaluate the performance of the proposed \( NOCD \) on state-of-the-art test datasets.

Our flexible object model is denoted as \( \mathcal{M} = \{ B_i \mid i = 1, \ldots, N \} \), where \( B_i \) is a part 
bundle composed of contour parts describing the same location on the contour of a given 
shape class, e.g., human head or arm, and \( N \) is the number of bundles in model \( \mathcal{M} \). Contour 
parts from bundle \( B_i \) are represented by \( c_{ij} \), and hence \( B_i = \{ c_{ij} \mid j = 1, \ldots, M_i \} \). Since 
every part bundle \( B_i \) describes a specific part of an object, we assume that \( B_i \cap B_j = \emptyset \) 
if \( i \neq j \). Fig. 1.2 shows an example of human model, here \( N = 4 \) and \( M_i = 5 \) for 
\( i = 1, 2, 3, 4 \). Our model was manually constructed. Thus, our model contains the total of 
20 contour parts \( c_{ij} \). Each part \( c_{ij} \) is treated as template \( T \), and \( NOCD(c_{ij}, x) \) is learned 
as describe in Section 1.1.5.

For an input image \( I \), we first use Canny edge detector to compute the edge map \( E \). For 
each location \( x \) in \( I \), we use \( NOCD(c_{ij}, x) \) to represent the normalized oriented chamfer 
distance of model contour part \( c_{ij} \) placed at point \( x \). With a simple but efficient sum-max 
framework, the model fit at point \( x \in I \) is defined as:

\[
S_I(\mathcal{M}, x) = \sum_{i=1}^{N} \max_{c_{ij} \in B_i} NOCD(c_{ij}, x). \tag{1.12}
\]

Thus, we select from each bundle \( B_i \) the part with the largest NOCD score and sum the 
maximal scores over the bundles in the shape model \( \mathcal{M} \). Using sliding window we calculate
Figure 1.2: Human model $\mathcal{M}$ composed of 4 part bundles $B_1, B_2, B_3, B_4$ representing head, front, back, and leg parts, respectively. Each bundle has 5 contour parts.

$S_I(\mathcal{M}, x)$ at each point $x \in I$. We define the model fit score as

$$S_I(\mathcal{M}) = \max_{x \in I} S_I(\mathcal{M}, x)$$  \hspace{1cm} (1.13)

and the detection center point as point $x^* \in I$ as

$$x^* = \arg \max_{x \in I} S_I(\mathcal{M}, x)$$  \hspace{1cm} (1.14)

The detection results for $OCD$ follow the same framework, but with max replaced with min in the above formulas.

1.1.7 Normalizers

It remains to describe how we select a set of normalizers $\{\eta_k | k = 1, \ldots, K\}$. We first observe that a good normalizer should be more likely to match to noise than a given contour part. This implies that a normalizer should have a significantly simpler shape than the contour parts of a target shape model. We also want that a normalizer should be less
likely to match to a true object edges in an image than a given contour part. Consequently, normalizers should not be similar to any contour parts in our shape models.

![Diagram of basic normalizers]

Figure 1.3: **Basic normalizers.** Our set of basic normalizers contains 11 simple shapes.

We satisfy both constrains by first generating a small set of simple geometric curves that are treated as a basic structuring elements to generate a set of normalizers. A set of 11 basic shapes that we have selected is shown in Fig. 1.3. They form the first 11 elements of our set of normalizers \( \mathcal{N} = \{ \eta_k \mid k = 1, \ldots, K \} \). We obtain further normalizers by pairwise combining the 11 structuring elements, where the combination is simply a union of their aligned images. Since the normalizer combination is symmetric and we only combine different structuring elements, we obtain \( 55 = (11 \times 10)/2 \) additional normalizers. Fig. 1.4 shows a complete set of \( K = 66 \) normalizers obtained this way. They are ordered according to their weights obtained by the sum of AdaBoost weights of their corresponding weak classifiers by training the AdaBoost strong classifiers on the TU Darmstadt pedestrian dataset [2] (see Section 2.7 for more details). A larger weight indicate that a given normalizer makes more contribution in helping NOCD distinguish true positive from clutter background. The weight order of the normalizers confirms the simplicity principle that guided our design of normalizers in that simpler normalizers are usually more significant. However, the weights of the normalizers are also influence by their ability to match well to noise, which may be image class specific. For example, straight lines in horizontal and vertical direction belong to a common background clutter in inner city images as the images of the TU Darmstadt pedestrian dataset.

For each contour part of a target model \( c_{ij} \), we resize the normalizers to let them have the same bounding box as the contour part \( c_{ij} \). Consequently, the resized normalizers cover
Figure 1.4: Our 66 normalizers displayed in order of their weights.

the same area. Fig. 1.5 shows the resized normalizers generated for each bundle of the human model.

Figure 1.5: Human model normalizers. The resized normalizers for four part bundles are shown in blue. The red curves are the original model parts for each bundle.

1.1.8 Experimental Evaluation of Detection Rate

In this section we compare object detection performance of the proposed normalized oriented chamfer distance (NOCD) to the oriented chamfer distance (OCD) and to chamfer
distance on standard test datasets. The detection method is described in Section 1.1.6. We use exactly the same flexible models and the same experimental settings for both methods. In particular, for each image, the edge map was computed by the canny edge detector with the same threshold. The chamfer distance was computed exactly as defined in formula (1.5). The same constants $\tau$ and $\lambda$ were used to truncate the distance transform and linearly combine the distance and orientation terms when calculating the oriented chamfer distance.

Results are quantified in terms of detection rate. We use the standard PASCAL criterion to identify correct detections. A detection is regarded as correct if the area of the intersection of the bounding box containing the detected object with the ground truth bounding box is at least 50% of the area of their union.

**TU Darmstadt Pedestrian Dataset** Human detection is very challenging for shape-based matching methods, because in many poses the shape of human contours is relatively simple. In surveillance images, there is often a complex background, while humans are relatively small, which also increases the chance for an accidental matching.

TU Darmstadt pedestrian dataset [2] consists of several series of video images containing side-view humans. It provides two training datasets, one has 210 images and another has 400 images. In our experiment, we use training 400 dataset for the training of NOCD. After that, we test both NOCD and OCD on the test dataset with 250 images. The 250 test images are significantly more challenging than the 400 training images. To handle the variance of the human shape caused by people walking in opposite directions, we flip our model with respect to vertical axis, and take the best score of the original and flipped models. Consistent with the results of the $\lambda$ learning procedure reported in Shotton [127], we also observed that detection accuracy of oriented chamfer distance increases when $\lambda$ becomes larger. In all human detection experiments, we used $\lambda = 0.8$ for both OCD and NOCD, which was the best performing. As it is often the case in AdaBoost applications, we discarded weak classifiers with very small weights. After training phase, we retained
Table 1.1: Detection rate on Test 250 of the TU Darmstadt Pedestrian Dataset. The proposed NOCD doubled the OCD detection rate with exactly the same contour model.

only 37 normalizers with largest weights to form the strong leaner for each model contour part. This allows us to reduce the object detection cost complexity.

The detection rate is shown in Table 1.1. We observe that the proposed NOCD nearly doubled the detection rate of OCD on the 250 test images. The improvement is very significant given the fact that the detection rate of OCD is very low: 35.2%.

Several detection results are displayed in Fig. 1.1. As they illustrate OCD fails when the human contours are broken and distorted while at the same time the background is cluttered. This is exactly when the proposed NOCD performs extremely well. We also report the performance of pure chamfer distance in Table 1.1. in order to show that OCD performs significantly better than chamfer distance on this dataset. Further, we include the detection rates of state-of-the-art approaches estimated form graphs reported in [2]. We observe that our detection rate is compatible to a popular appearance based detector, HOG [33]. We stress that our approach is still a matching approach. Andriluka et al. [2] obtained the currently best performance on this dataset. It is obtained by an approach specifically designed for pedestrian detection that utilizes a sophisticated statistical inference framework and learning to handle articulations; both not present in our approach. Similarly, the approach in [123] is designed to handle articulations for pedestrian detection.

**Cow dataset** This dataset [77] is from the PASCAL Object Recognition Database Collection. There are 111 images in which cows appear at various positions. Since no training part is provided, we divided the dataset into two parts. We used first 55 images to train our detector, and tested it on the remaining 56 images. Then we trained on the second part, and tested on the first 55 images. This way we are able to report our performance on the
whole dataset. The detection rates are shown in Table 1.2. Again we report a substantial increase in the detection rate by over 17% of NOCD in comparison to OCD. Interestingly, OCD is not able to improve the performance of pure chamfer distance. For this dataset, we used $\lambda = 0.2$, which indicates that the orientation information is not particularly useful. This is most likely due to a particular kind of background clutter present in this dataset as can be seen in the example result images in Fig. 1.6. The areas with dense vertical lines in the edge maps confused oriented chamfer matching. Oriented chamfer matching could not tell the ground truth location from such noise, since most of the false alarms appear in that area. The proposed NOCD was able to learn the difference between such noise and the true targets. For images with little clutter in the background, both OCD and NOCD performed equally well.

The performance of NOCD on this dataset also compares favorably to a very sophisticated learning and inference approach published very recently by Zhu et al. [159]. This comparison may not be quite fair, since this approach uses one-example learning, while our flexible cow model is constructed from 5 cow contours. However, on the other hand our detection algorithm is a simple max-sum. Thus, we do not employ any sophisticated inference in the detection process.

<table>
<thead>
<tr>
<th></th>
<th>Chamfer distance</th>
<th>OCD</th>
<th>proposed NOCD</th>
<th>Zhu et al. [159]</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>73.9%</td>
<td>73.9%</td>
<td>91.0%</td>
<td>88.2%</td>
</tr>
</tbody>
</table>

Table 1.2: Detection rate on Cow Dataset.

**Infrared images** Without extra training, we use the same human model and the same normalizers as for TU Darmstadt Pedestrian dataset to carry out several tests on infrared images. In these images, humans are small, about $60 \times 40$ pixels, which increase the possibility of misalignment to background. Some detection results are shown in Fig. 1.7.
1.1.9 Conclusions

By adding the term of orientation in the evaluation of the score, oriented chamfer distance is more robust to accidental alignment to the background noise than chamfer distance. However, as our experimental results clearly demonstrate this still does not solve the problem of matching to cluttered background, which often leads to a better score than the score at true object location. The proposed NOCD provides a solution to this problem by utilizing AdaBoost to learn normalization of OCD. The key idea is to compare the chamfer matching score of a given template to scores of a set of normalizers. The obtained ratios are interpreted as weak learners, and the strong learner obtained by AdaBoost is interpreted as a normalized OCD. Based on specific application, the proposed method could be modified by replacing oriented chamfer distance with oriented Hausdorff distance, or using sparse logistic regression instead of Adaboost in training phase.
Figure 1.7: Detection result for infrared images. The original images are in the first column. The second column shows result of NOCD while the third column shows the results of OCD. Blue and red dots represent the corresponding parts of the model. Green rectangle denotes the ground truth bounding box. The edge map is overlaid in white on the original images.
1.2 From Partial Shape Matching through Local Deformation to Robust Global Shape Similarity for Object Detection

1.2.1 Introduction

Compared to other image cues, the outline contour (silhouette) is invariant to lighting conditions and variations in object color and texture. More importantly, it can efficiently represent image structures with large spatial extents [126]. Because of these advantages, contour information is widely used in object detection and recognition methods. Recently, several contour-based methods have been demonstrated to work well on the task of object detection and recognition, such as [46], [45], [126] and [130].

Given a gray scale image, edge pixels are obtained by an edge detector, such as Canny [22] or Pb [98]. Then edge pixels are grouped to edge fragments in a bottom up process using an edge-linking algorithm, e.g., [73]. An example of obtained edge fragments is shown in Fig. 1.8(b), where each edge fragment is marked with a different color. These fragments usually form the input to a contour-based object detection algorithm. Given the contour of the target object as a model, the goal of contour-based object detection is to select a small subset of edge fragments that match well to the model contour. The processes of selection and matching are challenged by the following problems with extracted edge fragments in real images: (1) Edge fragments representing part of the target object are missing, e.g., lower part of the legs in Fig. 1.8(b). (2) Edge fragments are broken into several pieces. In our example image in Fig. 1.8(b) both contours of the woman and the swan are broken in many pieces. (3) Part of the true contour of the target object may be wrongly connected to part of a background contour resulting in a single edge fragment. An example is given in Fig. 1.8(c), where the yellow edge fragment contains part of the true
contour of the swan neck and its reflection in water, which obviously does not belong to the true contour of the swan.

Figure 1.8: (b,c) show edge fragments obtained from (a), which usually are the input to shape based object detection algorithms. (d) shows a detection example of the proposed approach; the corresponding parts in model and image have the same colors.

These problems are unavoidable in real applications, since a perfect edge detector does not exist [98]. In addition (1) may also result from partial occlusion of the target object, which is common in cluttered scenes. Therefore, any object detection approach must address problems (1-3). Assuming that the contour of the target object is given, problems (1, 2) imply that edge fragments can only match parts of the object contour. The situation is significantly more complex due to (3), which implies that only part of an edge fragment may match to part of the object contour. While all recent approaches, e.g. [130] [93],
address the problems (1,2), they suffer from problem (3), since they treat the edge fragments as nonseparable building blocks of the target contours. This may result in missing the target object in the image or locating the object inaccurately, e.g., if the entire yellow fragment is assigned to the swan, the detected bounding box will be larger than the ground truth. To our best knowledge, only the approach in [115] explicitly addresses problem (3) by introducing an efficient partial matching schema based on integral image [149].

However, the final detection evaluation in [115] is appearance based (SVM on HOG features), which demonstrates weakness in the discriminative power of their partial matching schema. There are at least two main reasons for this, one is the selection of the best matching fragments in the integral image framework and the other is simply weak discriminative power of their shape descriptor, which is only angle based.

We utilize the well-known geometric relations of shape context as shape descriptor, but without any histogram representation. One of our main contributions is the selection of the best matching contour fragments in the integral image framework, which by the virtue of the problem is very different from image matching frameworks. As the result we obtain a powerful shape matching framework particularly tailored for partial shape matching. This framework allows us to solve problem (3), since the partial shape matching automatically selects parts of edge fragments that best match to parts of model contour, we essentially generates a new sets of edge fragments. We observe that each of these new edge fragments has a known correspondence to part of the model contour. Thus, partial shape matching is utilized not only to establish the correspondence of edge fragments to model contour parts but also as edge fragment filter.

Given the set of filtered edge fragments and their correspondences to parts of the contour model, our next step is to infer the possible locations of the target object in the image. The inference must simultaneously perform selection and grouping of the edge fragments so that the similarity to the model contour is maximized. We first construct a graph whose nodes are the partial correspondences and edges represent the compatibilities of these cor-
respondences. The location hypotheses are determined as maximal cliques in this graph, i.e., as subgraphs of the weighted graph with maximal affinity of all pairwise connections. To infer the maximal cliques we utilize a recently proposed algorithm [90]. It is very robust in a noisy affinity graph and the number of nodes in a dense-subgraph is automatically determined. This features makes it extremely suitable for our task, because the number of fragments to be grouped is unknown and it varies a lot depending on the quality of edge fragments and the shape of single edge fragments in the image is usually not very discriminative. Each object location hypothesis is identified by several partial correspondences. For example, in Fig. 1.8(d), four partial correspondences identify the target object. We stress that we not only selected the edge fragments in the image but also the corresponding parts of the model contour. Therefore, we can perform a holistic evaluation of the location hypothesis with global shape similarity, i.e., we score each detection hypothesis with a global shape similarity of grouped edge fragments to the model contour.

However, the target object in the image may be distorted, e.g., due to view point change or nonrigid deformation. In addition, as stated above some parts of the model contour do not have any correspondence in image due to missing edge fragments. Therefore, the shape similarity measure must tolerate deformations and missing parts. However, this makes it less discriminative and increases the risk of ”hallucinating” the target object in the background. It follows that it is impossible to tolerate deformations and at the same time keep high discriminative power to avoid hallucinating. This is a very important problem that has not been explicitly addressed by most of the existing approaches.

We address this problem by performing a nonrigid deformation of the model contour according to each detection hypothesis. A nonrigid deformation transformation is obtained by a composition of local affine transformations. Our intuition is that if a detection hypothesis is correct, the deformed model will become more similar to the selected edge fragments, while at the same time it remains similar to the original model. If a detection hypothesis is wrong, the composition of local affine transformations will likely result in a
completely deformed model that resembles neither the original model nor the configuration of the selected edge fragments. However, the key benefit of the proposed local affine transformation is its high capability in estimating the position of missing model parts (i.e., parts that do not correspond to any selected edge fragments). This not only results in a robust scoring of the detection hypotheses but also allows us to put the deformed model contour on the image.

1.2.2 Related Work

In recent years a large number of contour-based object detection and recognition methods has been proposed. Many methods achieve state-of-the-art performance by only utilizing edge information. For example, Shotton et al. [126] and Opelt et al. [103] first learn codebooks of contour fragments, then use Chamfer distance to match learnt fragments to edge images. Ferrari et al. [46] [45] build a network of nearly straight adjacent segments (kAS). In [159], Zhu et al. formulate the shape matching of contour in clutter as a set to set matching problem, and present an approximate solution to the hard combinatorial problem by using a voting scheme. They use a context selection scheme by algebraically encoding shape context into linear programming. Ravishankar et al. [113] use short segments to approximate the outer contour of objects. They decompose the model shapes into segments at high curvature points. Dynamic programming is used to group the matched segments in a multi-stage process which begins with triples of segments. Lu et al. [93] first decompose the model into several part bundles. They use particle filters as inference tool to simultaneously perform selection of relevant contour fragments in edge images, grouping of the selected contour fragments, and matching to the model contours. To address the non-rigid object deformation, Bai et al. [4] use the skeleton information to capture the main structure of an object, and use Oriented Chamfer Matching [126] to match the model parts to images. Most recently, Srinivasan et al. [130] address the contour grouping problem as many-to-one matching, and use this scheme in both training and testing phases. For purpose of improv-
ing detection and score ranking, a sophisticated training process is designed in which latent SVM is used to guarantee the many-to-one score is tuned discriminatively. Besides of literature mentioned above, edge information is also utilized in [115, 96, 102, 10].

1.2.3 Shape Descriptor

We propose a novel shape descriptor that is particularly suitable for shape matching of edge fragments in images to model contours of target objects. Its basic geometric units are the same as in shape context [8]. Shape context (SC) appears to be one of the best performing shape descriptor and definitely the most popular one. Given a planar set \( X \) composed of a finite number of points, for every point \( x \in X \) we consider both the length and direction of the vector from \( x \) to other points in \( X \). However, different from SC, we do not build any histograms representing the lengths and directions.

Given two sequences of points \( P = \{p_1 \cdots p_m\} \) and \( Q = \{q_1 \cdots q_n\} \) representing two contour fragments in 2D, we compute two matrices, one representing all lengths and the second representing all pairwise orientations of vectors from each \( p_i \in P \) to each \( q_j \in Q \). As a special case when \( P = Q \), the matrices describe the shape of the contour fragment \( P \). The distance \( D^{(P,Q)}(i, j) \) from \( p_i \) to \( q_j \) is defined as Euclidean distance in the log space

\[
D^{(P,Q)}(i, j) = \log(1 + ||\vec{p}_i - \vec{q}_j||_2)
\]

We add one to Euclidean distance to make the \( D^{(P,Q)}(i, j) \) positive. The orientation \( \Theta^{(P,Q)}(i, j) \) from \( p_i \) to \( q_j \) is defined as the orientation of vector \( \vec{p}_i - \vec{q}_j \):

\[
\Theta^{(P,Q)}(i, j) = \angle(\vec{p}_i - \vec{q}_j) \in [-\pi, \pi].
\]

The relative geometric relation of two contour fragments \( P \) and \( Q \) is encoded in two \( m \times n \) matrices \( D^{(P,Q)} \) and \( \Theta^{(P,Q)} \). An example is given in Fig. 1.9.
Given another two contour fragments $T$ and $U$ consisting of the same number of points as $P$ and $Q$, respectively, we define two affinity matrices that measure the similarity of the two fragment configuration $(P, Q)$ to the other two fragment configuration $(T, U)$. The first affinity matrix is based on comparison of distances between two pairs of corresponding pairs of points

$$A_D(P, Q, T, U) = \exp\left(-\frac{(D^{(P,Q)}(i,j) - D^{(T,U)}(i,j))^2}{(D^{(P,Q)}(i,j) \sigma)^2}\right).$$  

(1.17)

where $\sigma$ represents the tolerance of distance differences (it is set to 0.2 in all our experiments).
To make the value of $A_D(P, Q, T, U)$ invariant to scale, we divide each distance difference by the distance between the first pair of points. The second affinity matrix is based on angle comparison of vectors connecting the corresponding pairs of points

$$A_\Theta(P, Q, T, U) = \exp\left(-\frac{\Theta(P,Q)(i, j) - \Theta(T,U)(i, j))^2}{\delta^2}\right),$$

(1.18)

where the difference of angles is taken modulo $\pi$, i.e., it is the angle between vectors $\vec{p}_i - \vec{q}_j$ and $\vec{t}_i - \vec{u}_j$, and $\delta$ represents the tolerance of angle differences (it is set to $\pi/4$ in all our experiments). Since both $A_D$ and $A_\Theta$ are normalized, we can simply add them to obtain the affinity matrix


(1.19)

We observe that $A$ is $m \times n$ matrix representing the similarities of corresponding point pairs in $(P, Q)$ and $(T, U)$. The similarity of two configurations of contour fragments $(P, Q)$ and $(T, U)$ is defined as

$$\Psi(P, Q, T, U) = \frac{1}{nm} \sum_{i=1}^{n} \sum_{j=1}^{m} A(P, Q, T, U).$$

(1.20)

As a special case of Eq. (2.24), we obtain a similarity between two contour fragments $P$ and $T$ defined as

$$\Psi(P, T) = \Psi(P, P, T, T)$$

(1.21)

(here we slightly abuse the notation for the sake of simplicity). When $Q$ is the same as $P$ in Eq. (1.15) and (1.16), the matrices $D^{(P,P)}$ and $\Theta^{(P,P)}$ represent all pairwise distances between all pair of points of $P$ and corresponding angles of the vector connecting the points. Thus, two matrices form a shape descriptor of the contour fragment $P$ and similarly for $T$. Hence $\Psi(P, T)$ simply compares the shape descriptor of the contour fragments $P$ and $T$. 
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1.2.4 Partial Matching between Edge Fragments and Model Contour

Given an image $I$, using edge-linking software [73], a set of edge fragments $E = \{e_1, \cdots, e_K\}$ is generated. Each fragment $e_k$ is a list of $N_k$ points (i.e., pixels) $\{q_1, \cdots, q_{N_k}\}$. According to our descriptor, the geometry of fragment $e_k$ is encoded in two $N_k \times N_k$ matrices: $A_D$ and $A_e$. Similarly, two $M \times M$ matrices are used to fully represent the contour of a model $M$ composed of points $\{p_1, \cdots, p_M\}$.

Our goal is to find the best matching between a part of image edge fragment $e_k$ with a part of model fragment $M$. Thus, we need to find a part $M(i, l) = \{p_i, \cdots, p_{i+l-1}\} \subseteq M$, where $i$ is the starting point of the part and $l$ is its length. (The indices are modulo $M$ if the model contour fragment is a closed curve.) Since cannot expect that the whole image fragment participates in the matching, we need to simultaneously select part $e_k(j, l) = \{q_j, \cdots, q_{j+l-1}\} \subset e_k$, where $j$ is the starting point of the fragment part and its length is also $l$.

Our goal can be expressed as finding two corresponding subblocks of their shape matrices with the maximum similarity $\Psi$ defined in (1.21). To achieve this goal we construct a 4D tensor matrix

$$\Gamma(i, j, l, k) = \Psi(M(i, l), e_k(j, l)) \quad (1.22)$$

and observe that $\Gamma(i, j, l, k)$ can be computed efficiently by utilizing the integral image algorithm, since it allows to access any element in the 4D matrix in constant time [35, 149].

Intuitively, when very few points are involved in a matching, the shape similarity is neither reliable nor discriminative enough. Therefore, we set a threshold $\tau$ on the minimal number of matching points and set $\Gamma(i, j, l, k) = 0$ if $l < \tau$. We then take the maximum of the 4D matrix along different $l$, and suppress it to

$$S(i, j, k) = \max_l \Gamma(i, j, l, k) \quad (1.23)$$
We observe that the index of the maximal value of $S$ determines a pair of best matching subsegments of $\mathcal{M}$ and $e_k$:

$$G(i, j, k) = \arg \max_l \Gamma(i, j, l, k) = (\mathcal{M}(i, l), e_k(j, l)). \quad (1.24)$$

Based on these local observations, the most popular method to form object location hypothesis is using Hough voting, such as in [115]: local maxima of $S(i, j, k)$ for certain fragment $e_k$ are identified, and corresponding fragment correspondences are used to estimate object location by Hough voting. However, Hough voting seems not to be an optimal choice here. When each part correspondence independently casts a vote, the cluttered background is more likely to get a larger score, since single edge fragments are unlikely to carry discriminative shape information.

More discriminative shape information can be obtained by considering all pairwise shape relations of several edge fragments. We introduce a graph-based clustering method to find location hypothesis through which shape dependency of local edge fragments is naturally captured.

### 1.2.5 Object Localization as Maximal Clique Computation in a Weighted Graph

Each vertex $v \in V$ of our graph corresponds to a partial match $G(i, j, k)$ (1.24), i.e., $v$ represents a model segment $\mathcal{M}(i, l)$ selected as best matching to part $e_k(j, l)$ of the edge fragment $e_k$. To limit the number of vertices $G(i, j, k)$, for each point $i$ in model $\mathcal{M}$, we only choose the best $K$ matches as vertices according to their corresponding similarity $S(i, j, k)$. Therefore, for a given model $\mathcal{M}$ contour with $M$ points, the number of vertices is equal to $M \times K$. 
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Given two pairs of matches, i.e., two vertices \( v_i = \{\mathcal{M}(i_1, l_1), e_m(j_1, l_1)\} \) and \( v_j = \{\mathcal{M}(i_2, l_2), e_n(j_2, l_2)\} \), if \( v_i \neq v_j \) we define the edge weight as

\[
A(i, j) = \Psi(\mathcal{M}(i_1, l_1), \mathcal{M}(i_2, l_2), e_m(j_1, l_1), e_n(j_2, l_2)),
\]

which measures the shape similarity of the configuration of two model segments \( \mathcal{M}(i_1, l_1) \) and \( \mathcal{M}(i_2, l_2) \) to a corresponding configuration \( e_m(j_1, l_1) \) and \( e_n(j_2, l_2) \) of two parts of edge fragments. As a special case, we define

\[
A(i, i) = \Psi(\mathcal{M}(i_1, l_1), e_m(j_1, l_1)),
\]

which measures the shape similarity of a single model segment \( \mathcal{M}(i_1, l_1) \) to a corresponding edge part \( e_m(j_1, l_1) \).

To sparsify the affinity matrix \( A \), we observe that \( e_m(j_1, l_1) \) and \( e_m(j_2, l_2) \) can only correspond to \( \mathcal{M}(i_1, l_1) \) and \( \mathcal{M}(i_2, l_2) \) if they are relatively close to each other. In practice, we compare the average value of distance matrix \( D(e_m(j_1, l_1), e_m(j_2, l_2)) \) to average value of \( D(\mathcal{M}(j_1, l_1), \mathcal{M}(j_2, l_2)) \). If the difference is larger than a reasonable value, we set \( A(i, j) = 0 \) (for instance in our experiment, it is the square root of model size multiply the scale).

Meanwhile, partial matching \( v_i \) and \( v_j \) may refer to the corresponding of the similar position of model only with a few pixels offset. We do not want to have these kind of partial matches co-occur in a solution of clustering, since for a true positive configuration of an object hypothesis, it is impossible that several fragments in image corresponding to the same part of model. Based on \( f = \frac{|\mathcal{M}(i_1, l_1) \cap \mathcal{M}(i_2, l_2)|}{|\mathcal{M}(i_1, l_1) \cup \mathcal{M}(i_2, l_2)|} \), we tell if \( v_i \) and \( v_j \) get the same part of model involved in. If \( f < t \), we set \( A(i, j) = 0 \). In experiment, \( t \) equals to 0.5.

The obtained weighted affinity graph is denoted as \( G = (V, A) \). Our goal is to find all maximal cliques in this graph. As stated in [107], a maximal clique is a subset of \( V \) with maximal average affinity between all pairs of its vertices, which is equivalent to the fact that the overall similarity among internal elements is higher than that between external and
internal elements. In our case, given a shape model and corresponding partial matches in the image, clustering is expected to find several pairs of matches with high values of all pairwise similarities. To formally state our goal, we introduce an indicator vector $x$ over the vertices $V$, i.e., has $M \times K$ coordinates. A vertex $v \in V$ is selected as belonging to a maximal clique if and only if $x_v > 0$, where $x_v$ denotes the $v$ coordinate of $x$. Then each maximal clique is defined as the solution of the following quadratic program

$$\begin{align*}
\text{maximize} \quad & f(x) = x^T A x \\
\text{subject to} \quad & x \in \triangle, \\
\end{align*}$$

(1.27)

where $\triangle = \{ x \in R^{M \times K} : x \geq 0 \text{ and } e^T x = 1 \}$ is the simplex in $R^{M \times K}$.

Each maximal clique corresponds to a local solution of Eq. (1.27). We are using the recently proposed algorithm in [90] to compute the local solutions. Each solution $x$, i.e., maximal clique, is treated as an object detection hypothesis. It consists of several model contour segments and the corresponding parts of edge fragments. The final evaluation of the hypotheses is presented in the next section.

### 1.2.6 Evaluation of Detection Hypothesis

By considering the partial matches as a whole, a detection hypothesis is expressed as the correspondence between a subset of points on the model and a subset of edge points in image. We denote the subset of model points as $M_a \subset M$, and subset of image edge points as $E_a \subset E$. Clearly there exists a bijection $T$ between $M_a \subset M$ and $E_a \subset E$, i.e., if $x \in M_a, T(x) \in E_a$. For each hypothesis, there are usually some points in the model that have no correspondence in the image, i.e., $M_b = M \setminus M_a \neq \emptyset$. The mapping $T : \mathbb{R}^2 \rightarrow \mathbb{R}^2$ can be regarded as affine-transformation $Z$ which consists of scaling, translation and rotation. Here, we intend to extend $T$ to conclude the transformation $Z$ for $x \in M_b$. 
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Therefore, we define $T$ for $x \in \mathcal{M}$ as following:

$$T(x) = \begin{cases} \mathcal{M}_a \rightarrow E_a, & \text{if } x \in \mathcal{M}_a \\ xZ, & \text{if } x \in \mathcal{M}_b \end{cases}$$

(1.28)

For each point among $\mathcal{M}_b$, our goal is to determine the appropriate affine-transformation based on existing mapping relations $\mathcal{M}_a \rightarrow E_a$. We attempt to locally estimate $Z$ for every $x \in \mathcal{M}_b$. This is motivated by the observation that affine transformations of points belong to the same part of model are usually consistent, e.g., the points on swan neck. Based on the distance of indices in the model points sequence, we find the certain number of close points of $x \in \mathcal{M}_b$, and denote them by $N(x) \subset \mathcal{M}_a$. The reason that we define distance as difference between points indices instead of their geometry closeness is: $\mathcal{M}$ is an ordered points set, point connectedness is more important than the closeness in geometry. Then $Z$ is computed as:

$$Z = \min_{Z^*} d(T(N(x)), N(x)Z^*)$$

(1.29)

Here, function $d$ is simply computing the accumulate square distance between $T(N(x))$ and $N(x)Z^*$. Thus, Eq. (1.29) is turned into

$$T(x) = \begin{cases} \mathcal{M}_a \rightarrow E_a, & \text{if } x \in \mathcal{M}_a \\ x \min_{Z^*} d(T(N(x)), N(x)Z^*), & \text{if } x \in \mathcal{M}_b \end{cases}$$

(1.30)

By applying mapping $T$ on every point $x \in \mathcal{M}$, a set of points $T(\mathcal{M})$ corresponding to model points is obtained. It is used for later scoring.

### 1.2.7 Scoring and Ranking

As mentioned above, the confidence for a hypothesis is evaluated from two aspects.

$$S(T(\mathcal{M})) = \Psi(\mathcal{M}, T(\mathcal{M})) \times \Psi(T(\mathcal{M}), T'(\mathcal{M}))$$

(1.31)
The first score indicates how well $M$ is corresponded to $T(M)$ considering the geometric arrangement, which is simply computed using Eq. (2.24).

Moreover, we also need to measure if $T(M)$ is consistent with the contour cues in image. This is indicated by the second score. For this purpose, we first calculate tangent direction $\theta$ for both points in $T(x), x \in M_b$ and edge points $E$ in image. This makes each point to be 3D data, i.e., $[x, y, \theta]$. In this 3D space, for each point in $T(x), x \in M_b$, we use kd-tree algorithm to find the closest point in $E$. All these closest points from $E$ are aggregated, together with the points in $E_n$, are denoted by $T'(M)$. We measure the similarity between $T(M)$ and $T'(M)$ using Eq. (2.24). Finally, we rank all obtained hypothesis according to the confidence $S(T(M))$.

### 1.2.8 Experimental Results

We present results on the ETHZ shape classes [46] which features five diverse classes (bottles, swans, mugs, giraffes, apple-logos) and contains a total of 255 images. For all categories, there are significant inner-class variations, scale changes, and illumination changes. Most importantly, the dataset comes with ground truth gray level edge maps, which is computed by Pb edge detector [98]. This makes it possible to have a fair comparison of contour-based object detection methods.

Depending on the way of selecting shape models for each category, we follow two different experiment protocols. First, we utilize single hand-drawn shape model for each class, and testing is done on all 255 images. Second, we follow the protocol in [45]. We use the first half of images in each class for training, and test on the second half of this class as positive images plus all images in other classes as negative images. In our approach we only use the ground truth outlines of objects present in the first half of images for each class. We apply our shape descriptor to compute pairwise similarity of the outlines, and use affinity propagation clustering algorithm [52] to automatically obtain several prototype shape models. Thus, our training is only used to select prototype contour models.
Table 1.3: Comparison of interpolated average precision (AP) on ETHZ Shape classes.

<table>
<thead>
<tr>
<th>Method</th>
<th>Apple logos</th>
<th>Bottles</th>
<th>Giraffes</th>
<th>Mugs</th>
<th>Swans</th>
<th>Mean</th>
</tr>
</thead>
<tbody>
<tr>
<td>Our method</td>
<td>0.881</td>
<td>0.920</td>
<td>0.756</td>
<td>0.868</td>
<td>0.959</td>
<td>0.877</td>
</tr>
<tr>
<td>Srinivasan et al. [130]</td>
<td>0.845</td>
<td>0.916</td>
<td>0.787</td>
<td>0.888</td>
<td>0.922</td>
<td>0.872</td>
</tr>
<tr>
<td>Maji et al. [96]</td>
<td>0.869</td>
<td>0.724</td>
<td>0.742</td>
<td>0.806</td>
<td>0.716</td>
<td>0.771</td>
</tr>
<tr>
<td>Felz et al. code [42]</td>
<td><strong>0.891</strong></td>
<td><strong>0.950</strong></td>
<td>0.608</td>
<td>0.721</td>
<td>0.391</td>
<td>0.712</td>
</tr>
<tr>
<td>Lu et al. [93]</td>
<td>0.844</td>
<td>0.641</td>
<td>0.617</td>
<td>0.643</td>
<td>0.798</td>
<td>0.709</td>
</tr>
</tbody>
</table>

For the purpose of detection evaluation, we follow the PASCAL criteria, i.e., a detection is deemed as correct if the intersection of detected bounding box and ground truth over the union of the two bounding boxes is larger than 50%.

To convert the gray level edge map to binary edge map, we set all pixels with their values larger than 0 as edge pixels. This means we do not adjust the threshold to get better edges. During detection, 5 different scales are searched for every image. Non-maximum suppression is used to remove duplicate hypothesis.

We focus on comparison to the state-of-the-art contour-based object detection methods, in particular to [45, 130, 93]. We plot the precision/recall (PR) curves in Fig. 1.10. Table 1.3 shows the interpolated average precision (AP) value for 5 methods. Our method achieves the best mean AP and the best AP for category Swans. Our AP is comparable to the best ones in the other four classes. The mean AP of our method is slightly better than [130] and much better than the other contour-based methods.

We also show the false positives per image (FPPI) vs. detection rate (DR) in Fig. 1.11. Table 1.4 compares the detection rates at 0.3/0.4 FPPI. Our method also achieve comparable result to [130], but the mean value of [130] is slightly better than ours for this measure. We observe that our method is the only one with no difference in detection rates at 0.3 FPPI and 0.4 FPPI. The curve of our methods increases sharply at the beginning and reaches the peak of the detection rate before 0.3/0.4 FPPI.

Besides the presented evaluation of the object detection accuracy, which is based on bounding box intersection, accuracy of localizing the boundary of detected objects is ex-
Figure 1.10: Precision/Recall curves of our method compared to Lu et al. [93], Felz et al. [42], Maji et al. [96], and Srinivasan et al. [130] on ETHZ shape classes. We report both the results with single hand-drawn model and with learned models.

Extremely important in many applications. Since our final detection evaluation includes non-rigid deformation of a contour model and positioning the deformed model on the edge image, we are able not only to precise localize the boundary but also to complete the missing contours. This fact is illustrated by our example detection results shown in Fig. 1.12.
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To qualitatively evaluate the contour detection accuracy, we use the coverage and precision measure defined in [45]. The coverage value shows what percentage of true boundaries have been successfully detected. The precision values measure how many detected edge points are inside the true boundaries. We compare the coverage/precision of our method with [45] in Table 1.5. Our method achieves a higher precision value on all 5 classes, es-

Figure 1.11: Comparison of DR/FPPI curves on ETHZ shape classes.
Table 1.4: Comparison of detection rates for 0.3/0.4 FPPI on ETHZ Shape classes.

<table>
<thead>
<tr>
<th></th>
<th>Applelogos</th>
<th>Bottles</th>
<th>Giraffes</th>
<th>Mugs</th>
<th>Swans</th>
<th>Mean</th>
</tr>
</thead>
<tbody>
<tr>
<td>Our method</td>
<td>0.92/0.92</td>
<td>0.97/0.97</td>
<td>0.85/0.85</td>
<td>0.87/0.87</td>
<td>1/1</td>
<td>0.926/0.926</td>
</tr>
<tr>
<td>Srinivasan et al. [130]</td>
<td>0.95/0.95</td>
<td>1/1</td>
<td>0.87/0.89</td>
<td>0.93/0.93</td>
<td>1/1</td>
<td>0.95/0.95</td>
</tr>
<tr>
<td>Maji et al. [96]</td>
<td>0.95/0.95</td>
<td>0.92/0.96</td>
<td>0.89/0.98</td>
<td>0.93/0.96</td>
<td>0.88/0.88</td>
<td>0.91/0.91</td>
</tr>
<tr>
<td>Felz et al. code [42]</td>
<td>0.95/0.95</td>
<td>1/1</td>
<td>0.72/0.72</td>
<td>0.83/0.83</td>
<td>0.58/0.58</td>
<td>0.82/0.82</td>
</tr>
<tr>
<td>Lu et al. [93]</td>
<td>0.9/0.9</td>
<td>0.79/0.79</td>
<td>0.73/0.73</td>
<td>0.81/0.81</td>
<td>0.93/0.93</td>
<td>0.83/0.83</td>
</tr>
<tr>
<td>Riemenschneider et al. [115]</td>
<td>0.93/0.93</td>
<td>0.97/0.97</td>
<td>0.92/0.92</td>
<td>0.84/0.84</td>
<td>0.92/0.92</td>
<td>0.89/0.89</td>
</tr>
<tr>
<td>Ferrari et al. [45]</td>
<td>0.77/0.83</td>
<td>0.79/0.816</td>
<td>0.39/0.44</td>
<td>0.75/0.75</td>
<td>0.63/0.63</td>
<td>0.67/0.67</td>
</tr>
<tr>
<td>Zhu et al. [159]</td>
<td>0.80/0.80</td>
<td>0.92/0.92</td>
<td>0.68/0.68</td>
<td>0.64/0.64</td>
<td>0.82/0.82</td>
<td>0.77/0.77</td>
</tr>
</tbody>
</table>

Table 1.5: Accuracy of boundary localization of the detected objects. Each entry is the average coverage/precision over trials and correct detections at 0.4 FPPI.

<table>
<thead>
<tr>
<th></th>
<th>Our method</th>
<th>Ferrari et al. [46]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Applelogos</td>
<td>0.923/0.948</td>
<td>0.916/0.939</td>
</tr>
<tr>
<td>Bottles</td>
<td>0.845/0.903</td>
<td>0.836/0.845</td>
</tr>
<tr>
<td>Giraffes</td>
<td>0.456/0.784</td>
<td>0.685/0.773</td>
</tr>
<tr>
<td>Mugs</td>
<td>0.735/0.803</td>
<td>0.844/0.776</td>
</tr>
<tr>
<td>Swans</td>
<td>0.848/0.909</td>
<td>0.777/0.772</td>
</tr>
</tbody>
</table>

Especially there is a big improvement for Applelogos, Bottles, and Swans. For coverage, our method is better on 3 classes, but worse on the classes of Giraffes and Mugs. The reason is that our models for Giraffes and Mugs are very simple, in particular, we do not have the inner contour of the mug handle and the lower part of the giraffe outline as can be seen in Fig. 1.12. Therefore, some part of the true boundaries, such as the internal handle of mugs, are not detected.

1.2.9 Conclusion

We present a novel framework for contour based object detection with three main contributions. First, we introduce a partial shape matching scheme suitable for matching of edge fragments, in which the shape descriptor has the same geometric units as shape context but is not histogram based. Second, we group partial matching hypotheses to object detection hypotheses via maximum clique inference on a weighted graph instead of hough voting. Third, a unique feature of our approach is that we perform nonrigid deformation of
Figure 1.12: Some detection results of ETHZ dataset. The edge map is overlaid in white on the original images. Each detection is shown as the transformed model contour in black. The red framed images in the bottom row show two false positives.
a contour model and position the deformed model on the edge image. Our deformation is based on a local affine-transformation guided by the partial matching to edge fragments. By combining these components, we obtain an effective purely shape-based object detection framework. Our method compares favorable to other state-of-the-art purely shape based methods. In particular, we achieve the best average precision (AP) value averaged over all 5 classes of the ETHZ dataset. The evaluation on the ETHZ dataset demonstrates that the proposed method not only achieves accurate object detection but also precise contour localization on cluttered background.
Chapter 2

Computing Maximum Weight

Subgraphs with Mutex Constraints
2.1 Introduction

In many applications mutual exclusion (mutex) constraints can significantly improve the quality of solutions. This is particularly the case when unary and binary potentials are unreliable, which is rather a rule than exception in real applications. As an example let us consider matching feature points between two images in the presence of perspective distortion and occlusion. It is well-known that qualitative spatial relations such as above/below and left/right can significantly improve the quality of solutions. These relations define incompatible matching pairs and as such can be expressed as mutex constraints.

Since mutex constraints are hard pairwise combinatorial constraints, they lead to non-submodular terms with large values of the energy function. When the number of mutex constraints is large, general binary Markov Random Field (MRF) solvers cannot handle it very well. In this section we focus on problems whose adequate modeling requires global mutex constraints, meaning that at least one mutex constraint applies to each variable (MRF side). As demonstrated in the experimental results on real applications, the state-of-the-art general MRF solvers LBP (Loopy Belief Propagation), QPBO (Quadratic Pseudo-Boolean Optimization) \cite{15, 71}, QPBOP \cite{16}, and QPBOI \cite{117} fail to deliver acceptable solutions for such problems. Therefore, we propose a novel algorithm that is tailored for solving problems with global mutex constraints. Our algorithm not only significantly outperforms LBP, QPBO, QPBOP, and QPBOI, but also Integer Projected Fixed Point Method (IPFP) \cite{84} as well as application specific algorithms. It can be viewed as an extension of two recent works, \cite{84}, where a quadratic objective is subject to linear constraints, and \cite{20}, were a linear objective is subject to quadratic constraints. By contrast, our algorithm has both the objective and constraints in quadratic form.

Since MAP inference in MRF can be expressed as solving a constrained maximum weight subgraph (MWS) problem, we use the MWS formulation in this section. Given an undirected graph $G$ with weights on the vertices and edges, the constrained MWS problem is to find a subgraph having the largest total weight subject to some constraints. In its most
general form, the MWS problem is formulated as an integer quadratic program:

$$\begin{align*}
\text{maximize} & \quad g(x) = x^T A x \\
\text{subject to} & \quad x \in \{0, 1\}^n \quad \text{and} \quad x \in P
\end{align*}$$

(2.1)

where $x$ is an indicator vector over the vertices of graph $G$ and $A$ is the affinity matrix (a weighted adjacency matrix) with all nonnegative entries, i.e., $A_{ij} \geq 0$ for all $i, j = 1, \ldots, n$. Without loss of generality we also assume that $\sum_{i,j} A_{ij} \leq 1$. In the applications we consider matrix $A$ is usually indefinite.

$P$ represents additional constraints imposed on $x$. Usually one-to-one (1-1) constraints are imposed on $x$ in the case of graph matching problems, and many-to-one constraints are often required in MAP inference problems. The two kinds of constraints can be expressed as linear equality constraints $Bx = 1$, where $1$ is a column vector of ones. This instance of problem (2.1) can be then formulated following [84] as

$$\begin{align*}
\text{maximize} & \quad g(x) = x^T A x \\
\text{subject to} & \quad x \in \{0, 1\}^n \quad \text{and} \quad Bx = 1.
\end{align*}$$

(2.2)

We aim at solving a more general instance of problem (2.2), since we consider quadratic equality constraint:

$$\begin{align*}
\text{maximize} & \quad g(x) = x^T A x \\
\text{s.t.} & \quad x \in \{0, 1\}^n \quad \text{and} \quad x^T M x = 0,
\end{align*}$$

(2.3)

where $M \in \{0, 1\}^{n \times n}$ is a symmetric matrix representing mutex (short for mutual exclusion) constraints. If $M(i,j) = 1$, then $x_i \cdot x_j = 0$, meaning that nodes $i, j$ cannot belong to the same MWS. Hence mutex constraints represent incompatible vertices that cannot be selected together as part of the solution. Mutex constraints are very important in many computer vision and machine learning applications. In particular, they make it possible to enforce qualitative spatial relations like left/right and above/below as shown in salient
points matching in Sec. 2.7. Of course, both 1-1 and many-to-one matching constraints can be expressed as mutex constraints.

The goal of (2.3) is to select a subset of vertices of graph $G$ such that $g$ is maximized and the mutex constraints are satisfied. Since $g$ is the sum of unary and binary affinities of the elements of the selected subgraph, the larger is the subgraph, the larger is the value of $g$. However, the size of the subgraph is limited by mutex constraints. We assume that a discrete vector $x \in \{0,1\}^n$ exists that satisfies the constraints. We also assume that $\forall i M(i,i) = 0$.

The mutex constraints $x^T M x = 0$ cannot be expressed as linear equality constraints, but can be expressed as linear inequality constraints, since ($M(i,j) = 1 \Rightarrow x_i \cdot x_j = 0$) is equivalent to $x_i + x_j \leq 1$, given $x_i, x_j \in \{0,1\}$. However, this equivalence does not hold if $x$ is relaxed to the continuous domain, i.e., if $x_i, x_j \in [0,1]$, then the mutex constraint $x_i \cdot x_j = 0$ is stronger than the linear inequality constraint $x_i + x_j \leq 1$. (For instance, $x_i = 0.5$ and $x_j = 0.5$ satisfies $x_i + x_j \leq 1$, but does not satisfy $x_i \cdot x_j = 0$.)

If the sum of each row of $M$ is at least one, then $M$ represents global mutex constraints. As stated above, this simply means that at least one constraint applies to each variable. We observe that both 1-1 and many-to-one matching constraints are global mutex constraints.

The first step in our approach is the relaxation of the mutex constraints by moving them to the target function:

$$
\text{maximize } f(x) = x^T W x = x^T A x - x^T M x \\
\text{s.t. } x \in \{0,1\}^n.
$$

(2.4)

where $W = A - M$. Hence, when $x$ violates the mutex constraints, $f(x)$ will decrease. Although mutex constraints are relaxed, our goal is to ensure that any solution satisfies $x^T M x = 0$.

Problem (2.4) is known as an integer quadratic program (IQP). A lot of effort has been spent on finding good approximate solutions of (2.4) by relaxing the constraints, e.g., in the
case of graph matching problems in [138, 95, 136, 32, 11], and in the case of MAP inference algorithms for MRFs in [112, 81, 31]. This is usually achieved by relaxing the discrete vertex selection vector $x$ to a continuous vector. We also relax the binary constraints in (2.4) to continuous ones:

$$\begin{align*}
\text{maximize} & \quad f(x) = x^T W x = x^T A x - x^T M x \\
\text{s.t.} & \quad x \in [0, 1]^n.
\end{align*}$$

Our main contribution is a novel algorithm for solving problem (2.5), presented in Section 2.3. Its key property is the fact that if solution $x^*$ is discrete, then $x^*$ is guaranteed to satisfy all mutex constraints, i.e., $(x^*)^T M x^* = 0$, as we prove in Section 2.6. Consequently, a discrete solution $x^*$ of (2.5) is also a solution of the original problem (2.3), since $f(x^*)$ equals to $g(x^*)$ in (2.3).

Problem (2.4) can be viewed as a special form of binary MRFs. However, standard optimization techniques, such as Iterative Conditional Modes (ICM) and Simulated Annealing (SA), suffer from mutex constraints (hard pairwise constraints), and do not perform well [117]. The main reason is the fact that mutex constraints introduce large non-submodular terms to the energy function (or equivalently large negative terms in (2.4)).

Recently, several successful binary MRFs solvers focusing on optimizing non-submodular function have been proposed. QPBO via roof duality enables graph cuts algorithm to solve problems with non-submodular terms, but often provides only part of optimal solution. Its usefulness depends on how many variables are labeled, which is still an open question, and can be only examined through experiments [71]. As pointed out in [63], only a very small percentage of variables get assigned labels by QPBO in the presence of large non-submodular terms. This fact is also confirmed by our experimental results.

The most famous extensions of QPBO are QPBOP (probing) [16] and QPBOI (improving) [117]. Both methods address the problem of partial labeling of QPBO. QPBOI shows
excellent results on some applications whose modeling requires a limited number of local hard pairwise constraints, such as Interactive Segmentation [117]. In [117], QPBOP and QPBOI are combined into a unified method called QPBOP + I, which is also shown to be superior to both methods. Simply speaking, QPBOP + I boils down to first running QPBO and then initializing QPBOI with the partial solutions obtained by QPBOP. However, QPBOP + I is also unable to handle global mutex constraints, since they lead to large non-submodular terms and there is at least one such term for each variable (each MRF side). The same applies to LBP. This fact is in accord with the observations in [63] and we will also provide a clear experimental evidence supporting it.

Moreover, the proposed algorithm significantly outperforms IPFP [84], even if we restrict mutex constraints to be equivalent to $Bx = 1$. As is the case for IPFP, the proposed algorithm does not guarantee that the obtained solution is discrete, in which we can output the last discrete solution obtained during the computation following [84]. However, in all our experimental results on real data all obtained solutions are discrete. This in turn guarantees that the solutions satisfy the mutex constraints. This is a very important property for practical applications, since mutex constraints give a great flexibility for modeling application specific constraints, which can substantially improve the quality of the solution. As we demonstrate in the experimental results, this is of key importance for applications where the unary and binary potentials are not particularly informative.

The rest of the section is structured as follows. Related work is discussed in Section 3.2. In Sections 2.3 and 2.4, the proposed algorithm for computing maximal subgraphs that satisfy global mutex constraints is described. Its theoretical properties are analyzed in Sections 2.5 and 2.6. Experimental evaluation is presented in Section 2.7.
2.2 Related Work

A special instance of the MWS problem called maximum weight clique (MWC) problem is well-known, where the solution subgraph is also required to be a clique, i.e., any two of its vertices are connected by an edge with a positive weight. The first formulation of a matching problem as a maximal clique in a correspondence (binary) graph introduced for object recognition in [1].

Recently an extension of MWC to weighted graphs was proposed in [108], where a special case of (2.2) is considered in which $B = 1^T$, a row vector of ones. Hence the $L_1$ norm of $x$ must equal one, meaning that $x$ belongs to a simplex. This formulation essentially finds cliques with maximum average weights, and the solution is sparse [108, 13]. [108] showed that when $B = 1^T$, problem (2.2) generalizes the concept of maximum cliques from un-weighted graphs to weighted graphs. Note that, in IPFP [84] and our approach, the solution is not restricted to a simplex, i.e., the $L_1$ norm of $x$ is not restricted to equal 1.

Our algorithm is related but very different from the Frank-Wolfe (FW) algorithm [49] and other line search algorithms. We elaborate on this relation in Section 2.5. There is also a big difference in the target function, since FW algorithm is not designed to optimize an indefinite target function and in general performs badly in this case [29].

As stated in the introduction, MWS problem is also related to pseudo-boolean optimization [15], from the point of view of energy function and binary discrete domain. In fact, it is easy to notice that Eq. 2.4 is in a special form of binary MRFs, and the energy function has both submodular and non-submodular terms. While binary MRFs with all submodular terms can be efficiently solved by graph cuts algorithms, energy function with non-submodular term, which arise naturally in real applications, are in general NP-hard. One simple way to deal with non-submodular terms is 'truncating' them, i.e., replacing a function with a submodular approximation and optimize the latter [118]. However, when
the number of non-submodular terms is large, the truncation may not be appropriate [71]. In our MWS problem formulation, non-submodular terms come from mutex constraints.

The proposed algorithm for solving problem (2.5) has been first published by the authors in a conference paper [94]. However, since the focus of this paper was on object video segmentation, neither theoretical properties of the algorithm nor the solutions were analyzed. Moreover, no comparison to the recent MRF solvers was presented. In addition to this new theoretical content, we provide experimental comparison to the MRF solvers on two challenging combinatorial problems feature point matching and image jigsaw puzzle solving. Now we review these applications as well as the works on video object segmentation.

**Feature point matching:** it is well known that graph matching framework is very powerful and robust when it is used to address the feature correspondence problem [54]. There exist tons of work where graph matching framework is applied to solve computer vision problems related to feature point matching, such as shape matching, object recognition and video analysis [11, 83, 139, 156, 37, 25, 38, 26]. In a graph matching framework, each local feature is represented by a node, and edge attribute is then used to represent the spatial relation between local features. The main drawback of graph matching lies in its NP-hard nature. Existing approaches either propose novel graph matching algorithm based on various approximations [80, 25], or consider a higher-order relation between local features [37, 74, 86]. In some works [85, 82], a better edge attribute affinity is learned to improve the graph matching results.

Different from the existing methods, we consider mutex constraints in a graph matching framework to address the feature point matching problem. In particular, while the affinity between edge attribute is usually utilized in a soft manner in most existing work, we consider the hard, mutual exclusive constraints, such as qualitative spatial relations above/below and left/right, which significantly improve the quality of solutions. These
are global mutex constraints if for each feature point there exists at least one other point above/below or left/right to it, which is the case in real applications.

**Image jigsaw puzzle:** Shape based jigsaw puzzle problem has been a long standing problem in computer vision [34, 50, 72]. Recently, image jigsaw puzzle problem is revisited in [27], where each image is divided into squared pieces, and the goal is to use these pieces to reconstruct the original image. It is easy to see that this is a combinatorial problem. A MRFs formulation is adopted in [27], and loopy belief propagation is used to solve it. In [155] it is observed that by strictly enforcing the one-to-one correspondence between puzzle pieces and board locations the image reconstruction results can be significantly improved. To ensure that these hard mutex constraints are satisfied a particle filter framework (sequential Monte Carlo) is adopted. The drawback of this method relies in its high computational complexity. (To be more accurate, to achieve a relatively good solution quality, a large number of particles must be utilized.) In this work, we also enforce the one-to-one constraints. However, we formulate the problem as finding MWSs with mutex constraints and solve it with the proposed algorithm. Although image jigsaw puzzle seems not to be very practical by itself, it is shown to be a very effective framework in image segmentation [24] and scene labeling [110].

**Video object segmentation:** Given an unannotated video, the task is to automatically identify the primary object, and segment that object out in every frame. Unsupervised video object segmentation is important for many potential applications, such as activity recognition and video retrieval. Existing methods explore tracking of regions or keypoints over time [19, 21, 114] or perform low-level grouping of pixels from all frames using appearance and motions cues [61, 56]. However, as pointed out in [76], these methods lack an explicit notion of what a foreground object should look like in video. In [147], an object cosegmentation problem in a set of static images are solved by selecting one region propos-
al per image in a way that their coherence is maximized. This is a combinatorial problem, and $A^*$ algorithm is utilized in [147]. However, due to the complexity of $A^*$, it can only solve small scale problems. To address the video object segmentation problem, we use the similar idea as in [145]. However, in addition to the constraint that one region proposal is selected each image, we also enforce the constraint derived from the motion coherence. Finally, we formulate the problem as finding MWS that satisfy these mutex constraints and solve it with the proposed algorithm. As the solution we obtain exactly one foreground object in all frames simultaneously.

**Video object segmentation**: We propose an approach for view-invariant object detection directly in 3D with following properties: (i) The detection is based on matching of 3D contours to 3D object models. (ii) The matching is constrained with qualitative spatial relations such as above/below, left/right, and front/back. (iii) In order to ensure that any matching solution satisfies these constraints, we formulate the matching problem as finding maximum weight subgraphs with hard constraints, and utilize a novel inference framework to solve this problem. Given a single view of an RGB-D camera, we obtain 3D contours by "back projecting" 2D contours extracted in the depth map. As our experimental results demonstrate, the proposed approach significantly outperforms the state-of-the-art 2D approaches, in particular, latent SVM object detector, as well as recently proposed approaches for object detection in RGB-D data.

### 2.3 Algorithm Description

The proposed algorithm has similar properties to IPFP [84] in that it iteratively seeks the solution between discrete domain and continuous domain while keeping the score of the target function climbing. It does not guarantee that the obtained solution is discrete, although it always targets a discrete solution, and the final continuous solution is most often discrete in practice. However, our algorithm differs from IPFP in three key aspects: (A1)
Our final problem formulation (2.5) is very different from IPFP. In particular, we relax the mutex constraints at the beginning and move it to the target function as a penalty term, while the linear constraints are enforced directly in IPFP. Consequently, the proposed algorithm targets a discrete solution in a different way than IPFP. IPFP handles the linear equality constraints explicitly when finding the discrete solution in each iteration, e.g., Hungarian algorithm is used in the case of one-to-one constraints. Consequently, each intermediate discrete solution must satisfy all the constraints. This significantly narrows the search space, but with a serious danger of losing better solutions. In contrast we do not force the intermediate solutions to satisfy the constraints, which often leads to better solutions as compared to IPFP. In each iteration step we discretize a current continuous solution by performing a local first-order Taylor approximation, which results in a simple discretization step introduced in [20]. While the goal of their algorithm is maximization of a linear function, our goal is maximization of a quadratic function. In order to gain expressive power, we allow for mutex constraints expressed in a quadratic form $x^T M x = 0$ as opposed to linear equality form. As we elaborate above, the mutex constraints in the relaxed formulation are stronger than both linear equality and inequality constraints.

A weighted graph $G$ is defined as $G = (V, A)$, where $V = \{v_1, \ldots, v_n\}$ is the vertex set, $n$ is the number of vertices, and $A$ is a symmetric $n \times n$ affinity matrix with all nonnegative entries, i.e., $A_{ij} \geq 0$ for all $i, j = 1, \ldots, n$.

In the remainder of this section $f(x) = x^T W x$ denotes the objective function in (2.5), where $W$ is a symmetric matrix.

The proposed algorithm visits a sequence of continuous points $\{y_{(k)} \in [0, 1]^n\}_{k=1,2,\ldots}$. We assume that the initial assignment $y_{(0)}$ satisfies the mutex constraints, i.e., $y_{(0)}^T M y_{(0)} = 0$. This implies that $f(y_{(0)}) \geq 0$, since all entries in $A$ are nonnegative.
In each iteration $k$, we have two steps. First, we compute the first-order Taylor approximation of $f(y)$ around $y_k$ as

$$f(y) \approx f(y_{(k)}) + 2(y - y_{(k)})^T W y_{(k)}$$

$$= 2yW y_{(k)} - f(y_{(k)})$$

Since the second term $f(y_{(k)})$ in (2.6) does not depend on $y$, the first-order Taylor approximation of $f(y)$ only depends on $y W y_{(k)}$, which is a linear function of $y$. This fact allows an easy computation of a discrete maximizer

$$\bar{x}_{(k)} = \arg\max_{y \in [0, 1]^n} y^T W y_{(k)}$$

as

$$(\bar{x}_{(k)})_i = \begin{cases} 1, & \text{if } (W y_{(k)})_i > 0 \\ 0, & \text{otherwise} \end{cases}$$

In the second step of iteration $k$, we want to verify whether the obtained $\bar{x}_{(k)}$ can be accepted as a valid discrete solution that increases $f$. In the case that $f(\bar{x}_{(k)}) > f(y_{(k)})$, we set $y_{(k+1)} = \bar{x}_{(k)}$. Hence we prefer a discrete solution if it increases the $f$ value, but if $f(\bar{x}_{(k)}) \leq f(y_{(k)})$, we estimate the local maximizer of $f$ in the continuous domain by performing line search, i.e., by maximizing one dimensional function $h(\alpha) = f(y_{(k)}) + \alpha(\bar{x}_{(k)} - y_{(k)})$ over the line segment from $\bar{x}_{(k)}$ to $y_{(k)}$. In Section 2.6 we show that $h(\alpha)$ obtains its maximum at $\alpha$ defined in (2.9). We also show that $0 < \alpha < 1$, which guarantees that line search will not reach outside the box $[0, 1]^n$.

$$\alpha = -\frac{(\bar{x}_{(k)} - y_{(k)})^T W y_{(k)}}{(\bar{x}_{(k)} - y_{(k)})^T W (\bar{x}_{(k)} - y_{(k)})}$$

Then we set $y_{(k+1)} = y_{(k)} + \alpha(\bar{x}_{(k)} - y_{(k)})$. 
In the above two cases, $f(y_{(k+1)}) > f(y_{(k)})$ as we will show in Proposition 1 below. Our algorithm stops when the following stop condition holds for all coordinates $i$ of vector $x^* = y_{(k+1)}$:

$$
\text{if } (Wx^*)_i > 0, \quad \text{then } x^*_i = 1 \\
\text{if } (Wx^*)_i < 0, \quad \text{then } x^*_i = 0
$$

(2.10)

We observe that $Wx^* = \frac{1}{2} \nabla f(x^*)$. Hence $(Wx^*)_i > 0$ means that the direction of the increase of $f$ coincides with the direction of $i$th coordinate, while $(Wx^*)_i < 0$ means that the direction of the increase of $f$ is opposite to the direction of $i$th coordinate. Therefore, the stop condition tells us that $f(x^*)$ already has the maximum possible value for every increase direction of $f$. In other words, we cannot increase $f$ without leaving our domain $[0, 1]^n$, meaning that $x^*$ is a local maximum of $f$ over $[0, 1]^n$.

By Proposition 1 below, $f(y_{(k)})$ is strictly increasing in each iteration. Consequently, $f(y_{(k)}) > f(y_{(0)}) \geq 0$ for $k > 0$. This fact in turn implies that $Wy_{(k)} \neq 0$. Suppose $Wy_{(k)} = 0$. In this case $f(y_{(k)}) = y_{(k)}^T Wy_{(k)} = 0$, which contradicts $f(y_{(k)}) > 0$. Hence, the assumption $f(y_{(0)}) \geq 0$ implies that for every iteration $k > 0$ the gradient of $f$ is a nonzero vector.

### 2.4 Algorithm

### 2.5 Relation to Frank-Wolfe Algorithm

In FW and related algorithms [49, 29], after obtaining $\tilde{x}_{(k)}$ with Eq. (2.8), the maximum value of the target function along the line from $y_{(k)}$ to $\tilde{x}_{(k)}$ is always computed, which is also done in lines 8, 9 of our algorithm. However, we prefer a discrete solution $\tilde{x}_{(k)}$ if it increases the target function (lines 5, 6), even if the value of $f(\tilde{x}_{(k)})$ is lower than
Input: Matrix $W$, $f(y(0)) \geq 0$, and $\epsilon > 0$

1: repeat
2: Use (2.8) to find $\tilde{x}(k) = \arg \max_{y \in [0,1]^n} yWy(k)$
3: if $\tilde{x}(k) = y(k)$ then
4: $y(k+1) = \tilde{x}(k)$
5: else if $f(\tilde{x}(k)) > f(y(k))$ then
6: $y(k+1) = \tilde{x}(k)$
7: else
8: Use (2.9) to compute $\alpha$.
9: $y(k+1) = y(k) + \alpha(\tilde{x}(k) - y(k))$
10: end if
11: until $y(k+1)$ satisfies (2.10) or $f(y(k+1)) - f(y(k)) < \epsilon$

Output: $y(k+1)$

the maximal value along the line. In contrast, FW always takes the maximal value along the line. The preference for discrete solutions in each step has a dramatic impact on the obtained final solutions. We obtain discrete solutions in all real applications and matrix $W$ in the target function is always indefinite, while FW and related algorithms cannot obtain any reasonable solution in this case. Of course, we need to stress that FW and related algorithms are designed for optimizing the target function defined with a PSD matrix $W$.

### 2.6 Properties of the Algorithm

In this section, we are going to establish the main properties of the proposed algorithm. With a symmetric $W$, we first show that the target function $f$ increases in every iteration in Proposition 1 below. Considering $f$ is an upper bounded function, our algorithm is guaranteed to converge. In Proposition 2, we state the key property of the proposed algorithm: if the algorithm halts with a discrete solution, then the solution is guaranteed to satisfy the mutex constraints.

We begin with a simple observation that if $\tilde{x}(k) = y(k)$ in line 3, then the stop condition (2.10) in line 11 is true. In this case the solution $y(k+1) = \tilde{x}(k)$ is discrete. This holds, since then $\tilde{x}(k)$ is a fixed point of the operator in Eq. (2.8), and consequently, it satisfies
Proposition 1: \( f \) increases in every iteration, i.e., if \( y_{(k)} \) does not satisfy (2.10), then \( f(y_{(k+1)}) > f(y_{(k)}) \) for all \( k \).

Proof. In iteration \( k \) of the algorithm, if \( f(\tilde{x}_{(k)}) > f(y_{(k)}) \) then the next point visited by algorithm is \( y_{(k+1)} = \tilde{x}_{(k)} \). In this case, the implication is trivially true, since \( f(y_{(k+1)}) = f(\tilde{x}_{(k)}) > f(y_{(k)}) \).

If \( f(\tilde{x}_{(k)}) \leq f(y_{(k)}) \), we perform line search by \( y_{(k+1)} = \tilde{x}_{(k)} + \alpha(\tilde{x}_{(k)} - y_{(k)}) \). Here, according to the algorithm, we have two conditions valid before we execute the line search step: \( \tilde{x}_{(k)} \neq y_{(k)} \) and \( f(\tilde{x}_{(k)}) \leq f(y_{(k)}) \). Since

\[
\begin{align*}
  f(y_{(k+1)}) &= f(y_{(k)}) + \alpha(\tilde{x}_{(k)} - y_{(k)}) \\
  &= f(y_{(k)}) + 2\alpha(\tilde{x}_{(k)} - y_{(k)})^T W y(k) \\
  &\quad + \alpha^2(\tilde{x}_{(k)} - y_{(k)})^T W(\tilde{x}_{(k)} - y_{(k)})
\end{align*}
\]

we obtain

\[
f(y_{(k+1)}) - f(y_{(k)}) = h(\alpha) = d\alpha^2 + 2c\alpha
\]

(2.11)

by setting \( c = (\tilde{x}_{(k)} - y_{(k)})^T W y_{(k)} \) and \( d = (\tilde{x}_{(k)} - y_{(k)})^T W (\tilde{x}_{(k)} - y_{(k)}) \).

\( h(\alpha) \) is a quadratic function in \( \alpha \), and \( h'(\alpha) = 2(d\alpha + c) \). Hence \( h(\alpha) \) can only have its maximum at \( \alpha = -\frac{c}{d} \).

We will show below that \( c > 0 \) and \( d < 0 \) and that \( 0 < -\frac{c}{d} < 1 \). This implies that \( \alpha = -\frac{c}{d} \) is indeed the maximum of \( h(\alpha) \). Since \( \alpha > 0 \) and \( 2c + \alpha d = c > 0 \), we obtain and that \( > 0 \):

\[
h(\alpha) = f(y_{(k+1)}) - f(y_{(k)}) = \alpha(d\alpha + 2c) > 0
\]

(2.12)
Therefore, \( f(y_{(k+1)}) > f(y_{(k)}) \).

In the remainder of the proof we first show that \( c = (\tilde{x}_{(k)} - y_{(k)})^T W y_{(k)} > 0 \). Since \( W y_{(k)} \) is a nonzero vector due to the initialization, if \( y_{(k)} \) does not satisfy condition (2.10), there either exists \( i \) such that \( (W y_{(k)})_i > 0 \) and \( (y_{(k)})_i < 1 \) or there exists \( i \) such that \( (W y_{(k)})_i < 0 \) and \( (y_{(k)})_i > 0 \).

For every \( i \) for which \( (W y_{(k)})_i > 0 \) and \( (y_{(k)})_i < 1 \) hold, we have \( (\tilde{x}_{(k)} - y_{(k)})_i (W y_{(k)})_i > 0 \), since \( (\tilde{x}_{(k)} - y_{(k)})_i > 0 \) in this case.

We arrive at the same conclusion if \( (W y_{(k)})_i < 0 \) and \( (y_{(k)})_i > 0 \) hold, since we have \( (\tilde{x}_{(k)} - y_{(k)})_i < 0 \), and therefore, \( (\tilde{x}_{(k)} - y_{(k)})_i (W y_{(k)})_i > 0 \). Since all other coordinates of vector \( W y_{(k)} \) are zero, we obtain that \( c = (\tilde{x}_{(k)} - y_{(k)})^T W y_{(k)} > 0 \).

In order to show that \( d < 0 \), we observe

\[
d = (\tilde{x}_{(k)} - y_{(k)})^T W (\tilde{x}_{(k)} - y_{(k)}) = f(\tilde{x}_{(k)}) - 2\tilde{x}_{(k)}^T W y_{(k)} + f(y_{(k)})
\] (2.13)

Since we have \( f(\tilde{x}_{(k)}) \leq f(y_{(k)}) \), we obtain \( d \leq f(y_{(k)}) - 2\tilde{x}_{(k)}^T W y_{(k)} + f(y_{(k)}) = -2c < 0 \).

Since \( c > 0 \) and \( d < 0 \), thus \( \alpha = -\frac{c}{d} > 0 \). In addition, we have \( \alpha = -\frac{c}{d} < 1 \), because \( c + d = (\tilde{x}_{(k)} - y_{(k)})^T W \tilde{x}_{(k)} \leq f(y_{(k)}) - y_{(k)}^T W \tilde{x}_{(k)} < 0 \), which guarantees the line search will not reach outside the cube. Thus, we have just shown that \( c > 0 \), \( d < 0 \), and \( 0 < \alpha = -\frac{c}{d} < 1 \). \( \square \)

**Proposition 2:** If the algorithm halts with a discrete solution \( x^* = y_{(k+1)} \), i.e., the stop condition (2.10) applies to \( x^* \) and \( x^* \) is discrete, then \( x^* \) satisfies the mutex constraints, i.e., \( (x^*)^T M x^* = 0 \).

**Proof.** Suppose that the proposition is not true, i.e., there exists \( i \) with \( x^*_i = 1 \) that violates a mutex constraint. Then \( (x^*)^T M x^* \geq 1 \). Because \( (x^*)^T A x^* \leq 1 \), we obtain \( f(x^*) = \)
\[(x^*)^T Ax^* - (x^*)^T M x^* \leq 0.\] A contradiction, since by Proposition 1, \(f(x^*) > f(y(0)) \geq 0.\)

**Complexity:** In each iteration, the algorithm in Section 2.4 has complexity of \(O(w)\) where \(w\) is the number of nonzero entries in matrix \(W\). Complexity is determined by line 8, in which several vector multiplications with \(W\) is computed following Eq 2.9. As illustrated in Section 2.7, \(W\) is very sparse in many applications. Depending on the problem, in our experimental results the number of iterations was between 10 and 130.

### 2.7 Experimental Evaluation

A large number of machine learning and computer vision tasks can be expressed as constrained MWSs. First, we consider two challenging tasks, which are known as hard combinatorial optimization problems, matching salient points (Sec 2.8) and solving image jigsaw puzzle (Sec 2.9). We demonstrate that the proposed algorithm significantly outperforms state-of-the-art methods on both tasks. As stated in the introduction, the main reason is the presence of global mutex constraints. In particular, we provide a clear evidence that LBP, QPBO, QPBOP +I cannot handle the resulting non-submodular terms.

In these two experiments, we use the same initialization for all the compared methods. Particularly, for IPFP and our method, the same \(x_0\) is used. For LBP, QPBO, QPBOP +I, we use the same initialization \(x_0\) by performing the operation called “fixing a node” following [117], which essentially manipulates the graph through assigning sufficiently large constant to those nodes whose corresponding element in \(x_0\) is 1.

Furthermore, in Sec 2.10, we demonstrate how MWSs can be used to solve the video object segmentation problem effectively, and how global mutex constraints (GMCs) can be used to significantly improve the quality of the solution.

Finally, in Sec 2.12, we conduct a random matrix test to examine how often the proposed algorithm converges to a discrete solution under extreme conditions.
In all of our experiments $\epsilon$ is set to be $1e-6$.

2.8 Matching of Salient Points on Faces

We use the face dataset from [97], e.g., see Fig. 2.1, which consists of 107 face images of 11 different people. There are scale and strong pose variations between different faces. Each face is represented by 7 or less salient points located on the eyes, nose and mouth. Some salient points are missing in some images due to self occlusion. We match each image to all other images. Thus, there are $107 \times 106$ face pairs and 59980 points correspondences in total.

Given a query point set $P$ on one face with $n_p$ points and point set $Q$ with $n_q$ points on another face, we aim to find the assignments of points $i \in P$ to $i' \in Q$. In our framework, each assignment $(i, i')$ between two points is represented by a node in the correspondence graph. Therefore, the best configuration of matchings is identified as a constrained maximum weight subgraph.

The weight $A(u, u)$ of vertex $u = (i, i')$ (unary potential) encodes the similarity between local appearance (SIFT) features $f_i$ and $f_{i'}$ of points $i$ and $i'$ in two images. The weight of the edge between $u = (i, i')$ and $v = (j, j')$ (binary potential) encodes the pairwise distance consistency between two assignments, $A(u, v) = \exp\left(-\frac{(d(i,j)-d(i',j'))^2}{2\sigma_d^2}\right)$, where $d(i,j)$ is the Euclidean distance between $i$ and $j$ in one image, and $d(i',j')$ is the Euclidean distance between $i'$ and $j'$ in the other image. $\sigma_d$ controls the sensitivity to variations of geometric deformation.

In order to define mutex constraints, we make a few simple observations. We observe that some qualitative geometric relations between face salient points are usually preserved, even under some serious perspective distortion. For example, two corner points of left eye are always on the left of the right eye points. Similarly, points on the nose are always above the mouth points. Hence if two assignments, $u = (i, i')$ and $v = (j, j')$, violate
the qualitative geometric constraints, then $u$ and $v$ should not appear in the same MWS. Formally, we can define the left-right mutex constraint as

$$M_{l/r}(u, v) = \begin{cases} 
1, & \text{if } |i_x - j_x| > \theta, |i'_x - j'_x| > \theta \\
& \text{and } (i_x - j_x)(i'_x - j'_x) < 0 \\
0, & \text{otherwise.}
\end{cases}$$

where $i_x, j_x, i'_x$ and $j'_x$ are the x-coordinates of points $i, j, i', j'$. Threshold $\theta$ excludes points whose x-coordinates are too close to each other. In other words, $\theta$ controls the amount of allowable deformation in the horizontal direction. Similarly, we can define the above-below constraints $M_{a/b}$. Hence $M_{l/r} \lor M_{a/b}$ represents qualitative geometric constraints (QC).

To enforce the standard one-to-one constraints (1-1) in a matching problem, we define the mutex relation between two nodes $u = (i, i')$ and $v = (j, j')$ as $M_{1-1}(u, v) = 1$ if $(i = j \text{ and } i' \neq j')$ or $(i \neq j \text{ and } i' = j')$, and $M_{1-1}(u, v) = 0$ otherwise. The mutex matrix is then defined as logical or $M = M_{1-1} \lor M_{l/r} \lor M_{a/b}$. We observe that both matrices $M_{1-1}$ and $M_{l/r} \lor M_{a/b}$ represent global mutex constraints. By setting $W = A - M$, the problem of the face salient point matching is expressed as problem (2.3), and the proposed algorithm (Sec. 2.4) is used to solve it.

Note that, if the only constraints used are 1-1 constraints, then $x^T M x = 0$ in our method is equivalent to $B x = 1$ in [84]. $x^T M x = 0$ implies $\sum_{x_i \in C} x_i \leq 1$, where $C$ is a maximal set of nodes such that every two nodes in $C$ are mutually exclusive. Since there are no other constraints, always one vertex from $C$ is selected in order to increase $x^T A x$, which implies that $\sum_{x_i \in C} x_i = 1$.

We observe that the qualitative geometric constraints cannot be formulated in a linear equality form, which implies that they cannot be utilized by IPFP. Therefore, we ran two versions of our algorithm, one without QC constraints, i.e., only with 1-1 constraints, called Alg. w/o QC, in order to directly compare to IPFP, and one with 1-1 and QC constraints, called Alg., in order to illustrate the performance gain obtained by the modeling flexibility.
of mutex constraints in the quadratic form. An example that compares their results is shown in Fig. 2.1.

The results are reported in Table 2.1 as the percentage of correct matching pairs (i.e., recall), the value of the target function $f$ (the higher the better), and the running time in seconds. With the same 1-1 constraints, our method outperforms IPFP by 24%. With 1-1 and QC our method increases the performance by 6%, and outperforms other state-of-the-art methods: [97], which is directly focused on modeling geometric constraints under view point change for point matching, and [91], which solves (2.1) on a simplex, i.e., computes MWCs with maximal average weights. The results of these two methods are quoted from [91]. The two methods ([97] and [91]) optimize different target functions, hence we do not report their target function value. Note that, with only 1-1 constraints, the size of the subgraph is larger than with qualitative constraints (QC), therefore, the $f$-values can be larger than the values of the last four approaches. LBP, QPBO, QPBOP + I maximize

\[\text{LBP, QPBO, QPBOP + I maximize}\]

\[\text{http://www.robots.ox.ac.uk/~ojw/files/imrender_v2.4.zip}\]
the same energy function as our Alg. with 1-1 and QC (to be precise, they minimize the negative of our target function $f$).

We observe that our method significantly outperforms LBP, QPBO, QPBOP + I in both recall and the value of the target function $f$. Our running time is only slightly worse than QPBO. However, QPBO assigned values to only 31.7% of variables, which also explains why its scores are extremely low. In contrast, our method, LBP and QPBOP + I, assigned values to all variables.

In addition, we compare to CPLEX with exact the same quadratic target function and constraints. IBM CPLEX (v12.4) which is able to solve mixed-integer quadratic (linear) programming problems using a branch-and-bound algorithm (b&b), a well-known method aiming for a global optimal solution for non-convex problems. The fact that both the recall and the $f$-value of our algorithm are nearly identical to those of CPLEX demonstrates that the proposed algorithm can get as close to globally optimal solutions as CPLEX. While CPLEX takes 7.20s on average to solve one problem, it takes 0.02s for our method, which is 360 times faster. This shows that our algorithm can scale up to larger problems that are prohibitive for CPLEX if they can be formulated as MWS with global mutex constraints, for example, the image jigsaw puzzle problem considered in the next section.
2.9 Solving image jigsaw puzzle

While the problem considered in Section 2.8 is a small problem, we move to a significantly larger problem now, which is the problem of solving image jigsaw puzzles. It is defined as reconstructing an image from a set of square and non-overlapping image patches [27]. Since the original image is not given, this problem is very challenging, even for humans, e.g., see Fig. 2.2.

Given $k$ different puzzle pieces $(p_1, \ldots, p_k)$ and $k$ board locations $(l_1, \ldots, l_k)$, our goal is to assign puzzle pieces to board locations. Each possible assignment is a node in a correspondence graph, and a solution of the jigsaw puzzle problem is identified as a MWS that satisfies 1-1 mutex constraints.

Formally, each node $v$ in the association graph $G$ is defined as $(p_i, l_m)$, which means puzzle piece $p_i$ is assigned to location $l_m$. Therefore, if there are $k$ locations and $k$ different puzzle pieces, the total number of nodes in graph is $k \times k$. Two nodes $v = (p_i, l_m)$ and $u = (p_j, l_n)$ are adjacent if and only if $l_m$ and $l_n$ are adjacent board locations. For each location $l_m$, we define its 4-neighbors (if they exist): left, right, top, bottom, as its adjacent locations. If nodes $u$ and $v$ are not adjacent, we set $A(v, u) = 0$. We also ensure that the affinity matrix $A$ has positive values when nodes $u$ and $v$ are adjacent. We observe that the number of nonzero entries in $A$ is not larger than $4k^2$, since each of $k$ board locations is adjacent to at most 4 other locations, each of which can be assigned $k$ puzzle pieces. In other words, each of $k$ graph nodes has no more than $4k$ adjacent nodes. This implies the $k^2 \times k^2$ affinity matrix $A$ is sparse. In order to compute the affinity value in matrix $A$ for a pair of adjacent nodes, we follow exactly the same computation as in [27]. In fact we use the code released by the authors of this paper to compute the affinity matrix $A$.

Of course, the main constraint required for a good solution of the image jigsaw puzzle problem is 1-1 correspondence, i.e., 1) a puzzle piece should not be assigned to multiple locations, and 2) multiple puzzle pieces should not assigned to the same location. The 1-1 mutex matrix $M$ is defined as in Sec. 2.8. We again recall that $M$ represents global mutex
constraints. By setting \( W = A - M \), the problem of the image jigsaw puzzle is expressed as problem (2.3), and the proposed algorithm (Sec. 2.4) is used to solve it.

To evaluate the performance of solution for puzzle reconstruction, we use Direct Comparison (DC) following [27]. The inferred reconstruction result is compared directly to the ground-truth. DC is defined as the ratio of the correctly placed puzzle pieces to the total number of locations.

We initialized all methods with one anchor patch. We assigned the correct image patch to the top left corner of puzzle image. For all methods we used exactly the same pairwise potentials, which were computed by the code released by the authors of [27]. The diagonal of matrix \( A \) is set to zero, meaning that there is no prior on the expected image layout, i.e., no knowledge of either the target image or its image class is assumed. Since 1-1 constraints can be expressed as linear constraints, we ran IPFP with exactly the same mutex constraints as our algorithm. Also the same 1-1 constraints are used for LBP, QPBO, and QPBOP + I, and CPLEX. Hence all methods optimize the same target function.

The results on the MIT dataset [27] with 48 puzzle pieces are shown in Table 2.2. The proposed algorithm significantly outperforms the other methods in both the quality of the solution (DC) and the values of the target function. Moreover, it is at least few orders of magnitude faster than the other algorithms. QPBO was only able to assign values to a very small percentage of variables, only 2.08\% of variables received values. The extremely low values of LBP, QPBO, and QPBOP + I clearly demonstrate that those methods are unable to handle global mutex constraints even on moderate size problems.

<table>
<thead>
<tr>
<th>method</th>
<th>DC</th>
<th>( f )-value</th>
<th>time</th>
</tr>
</thead>
<tbody>
<tr>
<td>LBP</td>
<td>0.05</td>
<td>50.565</td>
<td>70.3s</td>
</tr>
<tr>
<td>QPBO</td>
<td>0.02</td>
<td>0.001</td>
<td>1.90s</td>
</tr>
<tr>
<td>QPBOP + I</td>
<td>0.04</td>
<td>12.824</td>
<td>45.67s</td>
</tr>
<tr>
<td>IPFP [84]</td>
<td>0.83</td>
<td>148.705</td>
<td>1.52s</td>
</tr>
<tr>
<td>Our Alg.</td>
<td>0.92</td>
<td>157.298</td>
<td>0.32s</td>
</tr>
</tbody>
</table>

Table 2.2: Image Jigsaw Puzzle Results on MIT dataset with 48 patches [27].
Table 2.3: Image Jigsaw Puzzle Results on MIT dataset with 108 patches [27].

Some example reconstructions are shown in Fig. 2.2. The black squares represent image puzzle locations that were assigned no label (puzzle piece). They demonstrate another difficulty of LBP and QPBOP+I for problems with global mutex constraints. Although LBP and QPBOP+I assign labels to all variables, representing pairs (puzzle patch, puzzle location), they do not select all valid puzzle locations in their solutions, i.e., they assign value 0 to all pairs that involve the same puzzle location \( l_0 \). Hence this location results in a black patch at \( l_0 \). Since not all patches are assigned, there exists at least one patch \( p_i \), such that adding the pair \( (p_i, l_0) \) to the solution would decrease the energy function (or equivalently increase the \( f \)-value), since no mutex constraint is violated then. This fact clearly demonstrates that LBP and QPBOP+I are unable to reach globally optimal solutions, which severely impairs the solutions of QPBOP+I in our experiment.

Although an image jigsaw puzzle with 48 puzzle pieces is a relatively small puzzle, CPLEX was not able to complete it (we ran CPLEX on a PC with 3.4Ghz CPU, it did not finish the computation for reconstructing one image in 12 hours). To evaluate the scale-up ability to larger problems, we applied the same algorithms as in Table 2.2 to solve larger puzzles with 108 puzzle pieces. The results are presented in Table 2.3.

For 108 puzzle pieces, our method achieves perfect reconstruction, i.e., 100% accuracy in direct comparison on 11 out of 20 test images from [27]. On average, our algorithm needs 128 iterations to converge. All experiments were ran on a quad core 3.4Ghz PC. IPFP and our algorithm are implemented in Matlab. LBP, QPBO, QPBOP + I are implemented in C++.
2.10 Video Object Segmentation

In this section, we address the problem of video object segmentation, which is to automatically identify the primary object and segment the object out in every frame. An example is shown in Fig 2.3. The selection of object region candidates simultaneously in all frames, is formulated as finding a maximum weight subgraph in a weighted region graph. The selected regions are expected to have high objectness score (unary potential) as well as share similar appearance (binary potential). Since both unary and binary potentials are unreliable, we introduce two types of mutex (mutual exclusion) constraints on regions in the same subgraphs: intra-frame and inter-frame constraints. Both types of constraints are expressed in a single quadratic form, and algorithm introduced in Sec 2.3 is applied to compute the maximal weight subgraphs that satisfy the constraints.

In Sections 2.10, 2.10, and 2.10, we introduce the edge weights in the region graph, the mutex constraints on regions, and express region selection as finding constrained MWSs, respectively. In Section 2.10, we utilize the regions selected in Section 2.10 to achieve a more accurate pixel-level foreground object segmentation. The experimental comparison to state-of-the-art methods is presented in Section 3.6.

Region Graph Construction

Our goal is to segment a foreground object in video without any model of the target. Since we assume no prior knowledge on the size, location, shape or appearance of the target object, we first produce a bag of object "proposals" in each frame using [39]. The model used in [39] is learned for a generic object from Berkeley Segmentation data, and therefore, it is category independent. Each proposal is a region in the image, an example is shown in Fig 2.4.

For each frame in the video, we retrieve $K$ regions. (We set $K = 300$ in all experiments.) Given a video consisting of $N$ frames, we have $K \times N$ regions in total. Our goal is to discover a small subset of regions that contain the same foreground object across all
the frames. We construct a weighted graph \( G = (V, A) \), in which each node corresponds to one of the \( K \times N \) regions, and \( A \) is its adjacency matrix. The weight \( A(u, u) \) of the node \( u \) represents the ”objectness” of the region \( u \), while the weight \( A(u, v) \) between two nodes \( u \) and \( v \) represents the similarity between the two regions. Both are defined below.

We follow the computation of the region ”objectness” in [76]. Specifically, for a region \( u \)

\[
A(u, u) = ob(u) = sob(u) + mob(u),
\]

(2.14)

combines its static intra-frame objectness score \( sob(u) \) and motion inter-frame objectness score \( mob(u) \). The static score \( sob(u) \) is computed using [39]. It reflects the confidence that a region contains a generic object. Several static cues are used to compute this score, such as the probability of a surrounding occlusion boundary, and color differences with nearby pixels.

In [76], the motion objectness \( mob(u) \) is introduced to complement to the static score in the case of videos. It measures the confidence that region \( u \) corresponds to a coherently moving object in the video. Optical flow histograms are computed for the region \( u \) and the pixels \( \overline{u} \) around it within a loosely fit bounding box. The score is computed as:

\[
mob(u) = 1 - \exp(-\chi^2_{flow}(u, \overline{u})),
\]

(2.15)

where \( \chi^2_{flow}(u, \overline{u}) \) is the \( \chi^2 \)-distance between \( L_1 \)-normalized optical flow histograms. The motion score essentially describes how the motion of the region differs from its closest surrounding regions. Both static score and motion scores are normalized using the distributions of scores across all regions in the video.

Each region is also described using its Lab color histogram. The similarity between two regions \( u \) and \( v \) is computed as:

\[
A(u, v) = \exp(-\frac{1}{\Omega} \chi^2_{color}(u, v)),
\]

(2.16)
where $\chi_{color}^2(u, v)$ is the $\chi^2$-distance between unnormalized color histograms of $u$ and $v$, and $\Omega$ denotes the mean of the $\chi^2$-distance among all the regions. Consequently, if two regions have similar color and similar size, their affinity is high.

**Mutex Constraints between Regions**

One of the key contributions of the proposed work to video segmentation lies in the utilization of hard, mutex (short for mutual exclusion) constraints. They specify which regions cannot be simultaneously selected as part of the segmentation solution. They allow us to eliminate unreasonable configurations of regions, which otherwise have large joint potentials, since both the unary $A(u, u)$ and binary potentials $A(u, v)$ are unreliable. Furthermore, the utilized inference framework allows us to enforce that the solutions satisfy all the constraints. The proposed mutex constraints are based on the following two insights.

**Intra-frame mutex constraint:** We assume that a true object should appear in *every* frame, and within each frame, only *one* proposal region should be selected. However, the object may be partially occluded or self-occluded. This constraint implies that only one object regions candidate produced by [39] is selected for each frame. The same constraint is also utilized in the problem of object co-segmentation from static images [147]. The fact that exactly one object region candidate is selected in each frame is essential for a good selection of candidates mainly for two reasons: 1) Since many regions in the same frame overlap, their affinities are usually much higher than affinities of true object regions in different frames due to inter-frame variations, such as illumination change. Hence, by excluding affinities of regions from the same frame from consideration in a single subgraph, the comparison of affinities from different frames becomes more informative. 2) Since we guarantee to select one region for *every* frame, the region selected can be further used as location prior.

**Inter-frame proximity constraint:** two regions selected in two neighboring frames should be not spatially far away from each other, since the change of the location of the same ob-
ject in adjacent frames should be smooth.

We encode these two constraints through a binary mutex matrix $M$ defined over all vertices of graph $G$ as

$$
M(u, v) = \begin{cases} 
1, & \text{if } u \text{ and } v \text{ are in the same frame} \\
& \text{or (if } u \text{ and } v \text{ are in adjacent frames} \\
& \text{and } d(C(u), C(v)) > \tau) \\
0, & \text{otherwise}
\end{cases}
$$

(2.17)

where $C(u)$ and $C(v)$ are the centroid of two regions, and $d$ is their Euclidean distance in pixels. $\tau$ reflects the maximum spatial displacement allowed between $u$ and $v$. We set $\tau = 100$ for all the experiments in order to allow for fast moving objects.

Finding Objects as Constrained MWSs

We formulate a region selection problem as finding constrained maximum weight subgraphs in graph. For the affinity matrix $A$, the diagonal elements (unary potentials) are objectness measure, with off-diagonal elements (pairwise potentials) are object proposals coherence measure. For the mutex matrix $M$, if $M(i, j) = 1$ then the two vertices $i, j$ cannot belong to the same maximum subgraph. $M(i, i) = 0$ for all vertices $i$. In other words, mutex represents incompatible vertices that two object proposals cannot be selected together.

We use the algorithm introduced in Sec 2.3 to solve the MWSs problem with mutex constraints. Since the maximal subgraph seeking algorithm we use converges to a local optimum, multiple initializations are required to promise a better performance. We rank the regions in graph $G$ according to their unary score $A(u, u)$, and find the top-$L$ best regions. Each time, we use one region $u$ selected from those top-$L$ best regions to initialize the maximal weight subgraph seeking algorithm. We denote the initialization as $x_{(0)}$, then we set $(x_{(0)})_u = 1$ and $(x_{(0)})_i = 0$ for all $i \neq u$. Starting from the $x_{(0)}$, we obtain a
maximal subgraph indicated by a binary vector $x^*$. $x^*$ is a local maximizer of $x^T A x$ while satisfying $x^*^T M x^* = 0$.

Therefore, we obtain $L$ maximal subgraphs in total. We select the best one according to $x^T A x$. We find the selected regions as one entries in the indicator vector of this solution. Since the solution satisfies the constraints $M$ defined in Sec 2.10, we select only one region in each frame, and guarantee every two regions selected in neighboring frames are relatively close to each other. These regions reflect the rough appearance and location of the object in each frame.

In all video segmentation experiments, the obtained solutions are discrete, and thus, they satisfy all mutex constraints. We also observe that both matrices $A$ and $W$ are indefinite for all test videos.

**Foreground Object Segmentation**

The obtained segmentation of the object in video in form of selected regions is not very precise. In particular, the segmentation error is lower-bounded by the object region candidates produced by [39]. The error may due to the inaccuracy of the original superpixel extraction or merging. Therefore, we follow the strategy of utilizing the selected regions to learn the appearance model for both foreground and background, e.g., [76, 147]. In addition, we also utilize the location priors. It is particularly easy in our framework, since we have exactly one object region in each frame. Finally, we use GrabCut [116] to infer a more accurate pixel-level object segmentation. For efficiency, rather than labeling pixels in three consecutive frames at once by constructing a space-time graph as in [76], we simply run the GrabCut [116] for each frame separately. This is possible in our framework, since the data term, defined below, which is obtained by our constrained MWSs is very informative.

We denote the pixels in each frame as $S = \{p_1, \ldots, p_n\}$, and their labels $\gamma = \{\gamma_1, \ldots, \gamma_n\}$, $\gamma_i \in \{0, 1\}$ with 0 for background and 1 for foreground. Then the energy
function for minimization is:

\[ E(\gamma) = \sum_{i \in S} D_i(\gamma_i) + \delta \sum_{i,j \in N} V_{i,j}(\gamma_i, \gamma_j) \quad (2.18) \]

where \( N \) consists of 8 spatially neighboring pixels.

For the smoothness term \( V \), we use the standard contrast-dependent function defined in [116], which favors assigning the same label to neighboring pixels that have similar color.

Similar to [76], our data term \( D_i(\gamma_i) \) defines the cost of labeling pixel \( i \) with label \( \gamma_i \) as:

\[ D_i(\gamma_i) = -\log(1 - P_{c_i}(\gamma_i) \cdot P_{l_i}(\gamma_i)) \quad (2.19) \]

where \( P_{c_i}(\gamma_i) \) is the probability of labeling pixel \( i \) with label \( \gamma_i \) based on the appearance (color) cues, \( P_{l_i}(\gamma_i) \) is the probability based on location prior. Both are defined below.

To compute \( P_{c_i}(\gamma_i) \), we first estimate two Gaussian Mixture Models (GMM) in RGB color space to model the foreground (fg) and background (bg) appearance. Since the color may vary significantly over the video frames, we need to learn the color models over all video frames, which is an easy task since we have the object regions inferred as the constrained MWSs. The foreground GMM model \( f_{g_{\text{color}}} \) is learned from pixels in the regions selected in the constrained MWSs computation. The background GMM model \( b_{g_{\text{color}}} \) is learned from pixels contained in the complement of selected regions in all the frames. Then given these two color distributions \( f_{g_{\text{color}}} \) and \( b_{g_{\text{color}}} \), we define for each pixel \( p_i \):

\[ P_{c_i}(\gamma_i) = \begin{cases} 
  P(p_i|f_{g_{\text{color}}}), & \text{if } \gamma_i = 1 \\
  P(p_i|b_{g_{\text{color}}}), & \text{if } \gamma_i = 0 
\end{cases} \quad (2.20) \]

For the computation of location probability \( P_{l_i}(\gamma_i) \), we utilize the object regions selected in the constrained MWSs. Given the selected region (we have only one region per frame), we first compute its distance transform. Let \( d(p_i) \) denotes the distance of pixel \( p_i \) to the
selected object region. We compute

\[ P_i^l(\gamma_i) = \begin{cases} 
\exp\left(-\frac{d(p_i)}{\sigma}\right), & \text{if } \gamma_i = 1 \\
1 - \exp\left(-\frac{d(p_i)}{\sigma}\right), & \text{if } \gamma_i = 0 
\end{cases} \]  

(2.21)

where \(\sigma\) indicates the confidence of the location prior, the larger is \(\sigma\), the lower is the confidence. We compute \(P_i^c(\gamma_i) \cdot P_i^l(\gamma_i)\) as the probability of foreground (\(\gamma_i = 1\)) and background (\(\gamma_i = 0\)). As illustrated in Fig 2.5(b), the color probability is not particularly informative in a global scale of the whole frame, and the main information comes from the probably map of the location shown in Fig. 2.5(c). However, the color information is informative if constrained by the location probability as illustrated by the joint probability shown in Fig 2.5(d).

After obtaining the data term \(D\) and smoothness term \(V\), we use the popular method in [18] to find the optimal \(f\) that minimizes the energy function (2.18), and obtain the final foreground objects in each video frame.

**Segmentation Results**

We first examine our method on the SegTrack dataset [141]. There are six videos (monkey-dog, bird, girl, birdfall, parachutte, penguin). For each video, a pixel-level segmentation ground-truth is provided for the primary foreground object. This enables a statistical evaluation of our method. Object segmentation in these videos are extremely challenging due to several facts, such that the primary object are with large shape deformation and foreground and background color has overlap. Same as [76], we do not evaluate our method on penguin video since only a single penguin is labeled as the foreground object among a group of penguins.

Given a video, we first produce [39] 300 object candidate regions per frame. We use Lab space histograms to describe color for each region. Each Lab channel has 20 bins. For the color model of the foreground and background, we use RGB color space, and two
GMMs with 5 component are learned. Same as [76], we describe motion using optical flow histograms computed from [89] with 60 bins per x and y direction. The region’s bounding box is dilated by 30 pixels when computing the background histograms. To initialize the maximal weight subgraph computation, each time we select one from the best 50 object regions candidates according to $A(u, u) = ob(u)$. In the graph cut energy function (2.18), $\delta = 1$ in all our experiments.

Due to the efficiency of the proposed constrained MWSs algorithm, on a PC with 3.4Ghz and 8GB RAM, it only takes 2 minutes to select regions by constrained MWSs with 50 different initializations. The binary graph cut on single frame takes about 0.1s in average.

We compare the results with three state-of-the-art methods [76], [141] and [28]. The method in [76] and our method are unsupervised. They automatically discover the primary object in image as well as segment the object out. The methods in [141] and [28] require minor supervision with the object labeled in first frame. The results are shown in Table 2.4. Our method has the lowest average per frame segmentation error over the 5 test videos. It also achieves the lowest segmentation error on 3 out of 5 videos. Compared to [76], which also does not require manual object initialization, we achieve better results on 4 out of 5 videos. Some segmentation results are shown in Fig. 3.4.

The results in Table 2.4 report the average per-frame, pixel error rate computed in comparison to the ground-truth segmentation. Specially, it is computed as [141]:

$$error = \frac{\text{XOR}(\gamma, GT)}{F}$$ (2.22)

where $f$ is the label for every pixel in a given video, GT is the ground-truth label, and $F$ is the total number of frames in a given video. Since all videos are roughly of the same size, the average error rate over the 5 videos is computed as average over all frames in all videos, i.e., we treat all 5 videos as a single video and apply (2.22).
<table>
<thead>
<tr>
<th>Video (No. frames)</th>
<th>Ours</th>
<th>[76]</th>
<th>[141]</th>
<th>[28]</th>
</tr>
</thead>
<tbody>
<tr>
<td>birdfall (30)</td>
<td>189</td>
<td>288</td>
<td>252</td>
<td>454</td>
</tr>
<tr>
<td>cheetah (29)</td>
<td>806</td>
<td>905</td>
<td>1142</td>
<td>1217</td>
</tr>
<tr>
<td>girl (21)</td>
<td>1698</td>
<td>1785</td>
<td>1304</td>
<td>1755</td>
</tr>
<tr>
<td>monkeydog (71)</td>
<td>472</td>
<td>521</td>
<td>563</td>
<td>683</td>
</tr>
<tr>
<td>parachute (51)</td>
<td>221</td>
<td>201</td>
<td>235</td>
<td>502</td>
</tr>
<tr>
<td>Average</td>
<td>542</td>
<td>592</td>
<td>594</td>
<td>791</td>
</tr>
<tr>
<td>Manual seg.:</td>
<td>No</td>
<td>No</td>
<td>Yes</td>
<td>Yes</td>
</tr>
</tbody>
</table>

Table 2.4: Segmentation error as measured by the average number of incorrect pixels per frame. Lower values are better.

<table>
<thead>
<tr>
<th>Video</th>
<th>Ours</th>
<th>constrained MWS</th>
<th>Lower bound</th>
</tr>
</thead>
<tbody>
<tr>
<td>birdfall</td>
<td>189</td>
<td>311</td>
<td>295</td>
</tr>
<tr>
<td>cheetah</td>
<td>806</td>
<td>1258</td>
<td>700</td>
</tr>
<tr>
<td>girl</td>
<td>1698</td>
<td>3063</td>
<td>2973</td>
</tr>
<tr>
<td>monkeydog</td>
<td>472</td>
<td>497</td>
<td>493</td>
</tr>
<tr>
<td>parachute</td>
<td>221</td>
<td>803</td>
<td>680</td>
</tr>
</tbody>
</table>

Table 2.5: Segmentation error comparison. We compare our entire proposed method (Ours) to the region segmentation results obtained by the region selection as constrained MWSs. The lower bound error is the lowest possible error of regions produced by [39].

As we mentioned above, even without the pixel-based object segmentation described in Secion 2.10, the object regions selected by constrained MWSs in Section 2.10 alone can be regarded as the segmentation result. In Table 2.5, we report the pixel error of the constrained MWSs regions segmentation results, although it is lower-bounded by the accuracy of the region candidates produced by [39]. The lower-bound error is computed as the error of the region candidate with the lowest error as compared to the ground-truth pixels. This reflect the lowest segmentation pixel error we could achieve by only selecting regions from computing the constrained MWSs.

We can see that, for videos birdfall, monkeydog, the results are very good merely using regions selected by constrained MWSs. Moreover, with the exception of cheetah, the pixel error is rather close to the lower bound. This demonstrates that the proposed region selection scheme as constrained MWSs is a powerful tool for video segmentation.
The proposed algorithm for constrained MWSs computation converged after 207 iterations on average. Moreover, for all videos, the proposed algorithm converged to a discrete solution. This is extremely important, since it implies that the mutex constraints are satisfied.

As shown in Table 2.6, the segmentation error increases significantly if inter-frame proximity mutex constraints, which express spatial coherency, are not taken as input to the constrained MWS optimization. We also provide a visual illustration of the importance of this mutex constraints in Fig. 2.7. We compare the trajectories of the constrained MWSs region centroids computed with and without this mutex constraints. They are shown overlaid over the first video frame. We can see that with the constraints, the trajectory of the centroid is very smooth, and the selected regions are always focusing on the primary object, i.e., the monkey in the example video. This shows that the mutex constraints significantly increase the robustness of the constrained MWSs optimization. They allow us to eliminate unreasonable region selection hypotheses, which result from unreliable region affinity relations, and consequently, play a critical role in selecting correct object regions.

We also examine our method on two videos Yu-Na Kim and Waterski from [56]. While [56] focus on labeling every pixel in image using motion and appearance cues, we automatically identify the primary object, i.e., ice skater and water skier, and segment them out in every frame. Qualitative results are shown in Fig 2.3.

<table>
<thead>
<tr>
<th></th>
<th>constrained MWS</th>
<th>w/o constraints</th>
</tr>
</thead>
<tbody>
<tr>
<td>birdfall</td>
<td>311</td>
<td>589</td>
</tr>
<tr>
<td>cheetah</td>
<td>1258</td>
<td>1772</td>
</tr>
<tr>
<td>girl</td>
<td>3063</td>
<td>3742</td>
</tr>
<tr>
<td>monkeydog</td>
<td>497</td>
<td>2024</td>
</tr>
<tr>
<td>parachute</td>
<td>803</td>
<td>883</td>
</tr>
</tbody>
</table>

Table 2.6: Segmentation error comparison of the constrained MWSs optimization with and without the mutex constraints.
2.11 View-Invariant Object Detection by Matching 3D Contours

Introduction

Since the beginning of computer vision, the researchers have realized that 3D information makes object detection and recognition simpler and more robust than using 2D image information only. In particular, contours of 3D objects have been utilized in object recognition many decades ago, e.g., [6, 92], since they offer a view invariant representation of 3D objects. Moreover, in contrast to 3D surfaces, 3D contours offer a simpler 1D like representation of complex shapes in 3D like chairs or other man-made objects. However, extraction of 3D contours from single 2D images or stereo image pairs turned out to be a challenging problem. Only due to recent progress of RGB-D sensors, robust extraction of 3D contours became possible. However, we still face the problem of matching of 3D contours. The main challenges are intra class object variance, e.g., everyday objects like chairs come in different sizes and shapes, and occlusion.

Contour is an important cue for human to recognize objects, and has been widely used in 2D single-view object detection in [47, 128, 106]. While contour has certain advantages, such as its low computation cost and its invariance to color and texture changes, it varies significantly under different viewpoints. This challenges most of current state-of-the-art shape-based detection approaches on a multi-view object detection task. As early computer vision approaches, we address this challenge by directly working with contours of 3D objects instead of their 2D projections. In our approach, we still utilize the fact that contours of 3D objects project to 2D contours. It allows us for efficient recovery of 3D contours from 2D contours extracted from depth maps. This is possible thanks to Kinect, which is the most popular RGB-D camera. Since depth information can be obtained from a single view of a given scene, it is possible to recover 3D point cloud representing object
surfaces. Depth map certainly provides more information that a single RGB image, and has proved to boost the performance of object recognition methods [12].

Object detection in 3D point clouds is an active research topic in the robotic community, e.g., see [?] for an overview. There objects are recognized by directly matching 3D point clouds or by fitting surfaces to 3D point clouds. While surfaces are appropriate models for certain object classes, e.g., a ball, it is very hard if impossible to model object classes like chairs with surfaces alone. Contours appear to be a very suitable representation for RGB-D images. We observe that contours of 3D objects project to contours in 2D images. In particular means that we can obtain 3D contours by lifting back contours from 2D images to 3D.

The processing flow of the proposed approach is illustrated in Fig. 2.8. After obtaining an RGB and depth images of a single view of a scene with Kinect, we first run Canny edge detector on the depth map. By linking the edge pixels, we obtain 2D edge fragments shown overlaid on the depth map in Fig. 2.8(b) with different colors. Since for each pixel in the depth map we can recover the 3D point that projects to it (with exception of out of range readings), we can ”back project” each edge fragment to a set of 3D points, which we call 3D contour fragment. In Fig. 2.8(c) we see the 3D points recovered from the depth map in (b); for clarity of visualization the floor points are not shown. In Fig. 2.8(d) we show the 3D contour fragments in different colors. Each 3D contour fragment is represented with a set of 3D line segments fitted to the 3D points ”back projected” from the corresponding 2D edge fragment. While one can recognize there the 3D contours of the two chairs and the stand, there are also many other contours present. They represent edges of walls and the background clutter.

After this preprocessing phase, we are ready for the proposed object detection. The 3D contours that belong to two detected chairs are shown in red and green in Fig. 2.8(e). All other 3D contours are shown in cyan. The detection is obtained by matching the model chair shown in Fig. 2.8(f) to all 3D contours in (e). In our system we used only one
extremely simplistic model chair, as shown in (f), in order to demonstrate the power of matching 3D contours. The main challenges addressed by the proposed approach are intra-class variability of 3D contours and occlusion. Occlusion and self-occlusion results in missing parts of 3D contours, which makes their matching challenging. To address these challenges we utilize the fact that geometric relations between 3D contours have more expressive power, and consequently, are less ambiguous compared to 2D.

We propose to solve the object detection by 3D matching problem by finding maximal weight subgraphs (MWSs) that satisfy mutex constraints. An example result is shown in Fig. 2.9. There for each of the three detected chairs, we mark with the same color their 3D segments and the corresponding model segments. We observe that the three chairs vary in shape and size, and all are substantially different from our single model chair. Moreover, due to self-occlusion, and since some edge fragments are not detected in the 2D depth images, all three chairs have some missing parts. The proposed matching approach is able to robustly deal with these challenges. This is possible due to our inference framework for finding MWSs that allows us to enforce hard, mutual exclusion (mutex) constrains. The mutex constraint, which express qualitative spatial relations such as above/below as well as prohibit grouping 3D contours that are too far from each other, eliminate the majority of impossible matching configurations. This allows us to obtain correct detections with weak shape similarity relations, which in turn allow us to tolerate a significant shape and size variance of 3D contours representing objects in the same shape class. In particular, we use only one chair exemplar in our experiments on chair detection.

We compute the MWSs on the correspondence graph composed of all pairs (model segment, 3D scene segment). As shown in Fig. 2.8(f), our exemplar chair is composed of 11 line segments. If we have 200 segments in a given 3D scene, for example, then the correspondence graph has 2200 nodes. In order to detect MWSs in this graph, we initialize with one correspondence, and compute a MWS that contains this correspondence, i.e., we have 2200 initializations. Then we sort the MWSs according to their weights. The three
detected chairs in Fig. 2.9 represent MWSs with three highest weights. As can be seen the subgraphs have 8 to 10 nodes. Thus, our inference framework is capable of finding very small MWSs in graphs with a few thousand nodes.

In Sec. 2.11, we review related works. In Sec. 2.11, we introduce our shape representation and matching, also how to formulate the object localization problem as finding maximal weight subgraph with mutex constraints. In Sec. ??, a formal definition of maximal weight subgraph with mutex constraints will be given and an algorithm we used to solve it is described. Experiment results are shown in Sec. 2.11.

Related Work

There are some recent works utilizing 3D contour information to perform object detections in range images. Stiene et al. [132] proposed a detection method in range images based on silhouettes. Drost et al. [36] use a local hough-like voting scheme that uses pairs of points as features to detect rigid 3D objects in 3D point clouds. Hinterstoisser et al. [59] proposed a multimodal template matching approach based on RGB-D data that is able to detect objects in highly cluttered scenes.

In a very early work, Ponce et al. [111] established a 3D object recognition framework, where objects are collections of small (planar) patches, their invariants, and a description of their 3D spatial relationship. Ferrari et al. [48] proposed a method to compute feature tracks densely connecting multiple model views of a single object. In [135], Implicit Shape Model [78] and [48] are combined, and activation links for transferring votes across views are used to address the object detection from arbitrary viewpoints. Savarese and Fei-Fei [121] propose a compact model of an object by linking together diagnostic parts of the objects from different viewpoints. Instead of recovering a full 3D geometry, parts are mutually connected by homographic transformation in this approach. More recently, a probabilistic approach to learning affine constraints between object parts is introduced in [133]. In [87], discriminative part-based 2D detectors and generative 3D representation of the object class
geometry which can be learned from a few synthetic 3D models are combined. Yan et al. [154] collect patches from viewpoint-annotated 2D training images and map them onto an existing 3D CAD model. In [3], a 3D implicit shape model is obtained via sparsely annotated 2D feature positions. Payet and Todorovic [109] proposed a shape-based 3D object recognition method, in which a few view-dependent shape templates are jointly used for detecting object occurrences and estimating their 3D poses.

A recent work by Janoch et al. [64] explores different options on how to utilize the depth information from RGB-D cameras to improve the detection accuracy of objects seen from different viewpoints. They call Deformable Part Model (DPM) [43] applied to depth images Depth HOG, and conclude that Depth HOG is never better than HOG on the original 2D image. The best performing system on their dataset is a linear combination of DPM running on the original image with the size distribution of a given object class, which is modeled with a single Gaussian. We call this system DPM-SIZE.

View-invariant object detection can also be addressed by directly using single 2D images, i.e., no 3D contour or surface reconstruction is attempted prior to the detection. Recent approaches of this type include [135, 87, 122]. While 2D single-view object detection methods can be used to addressed the task by combining the outputs of classifiers trained for different object views, such approaches are argued to be only effective when there are sufficient single-view detectors to cover all possible viewpoints [135]. However, this strategy requires a lot of training samples, and many independent detectors may lead to a substantial increase in the number of false-positives. In order to obtain a better multi-view object detector, many methods made an effort to learn a generative model by combining 2D appearance and geometric viewpoint information [133, 88, 87]. While promising results are obtained by such methods, they suffer from ambiguous 2D local features and lack of direct modeling of 3D viewpoint geometry.

In general graph matching frameworks [11], while local features’ similarity (unary potential) and geometric relations between them (binary potential) are usually considered,
very coarse qualitative geometric constraints such as above/below, or left/right do not draw much attention. We demonstrate in our work that using mutex constraints to enforce these qualitative geometric constraints makes our method more robust to the noise, and therefore, able to generate higher quality solutions.

**Object Detection by Matching 3D Contours**

In order to obtain contours of 3D objects form a given RGB-D image, we first find edge fragments in the depth map. They are obtained by linking edge pixels obtained by the Canny edge detector to 2D curves. Then we lift each 2D edge fragment back to a 3D curve. Let $C$ be a single edge fragment. We first dilate it with a dilation radius of 2 pixels. Then we find the set of 3D points $Z$ that project to pixels in dilated $C$. Finally we iteratively fit 3D line segments to points in $Z$. We run RANSAC to fit a line and identify the inlier points and outlier points. Then we repeat this process for the outlier points until the number of outlier points is lower than a threshold. Hence we represent each 3D curve $Z$ as a set of 3D line segments, and consequently, we represent 3D contours obtained from a given RGB-D image as set of line segments in 3D. An example is shown in Fig. 2.8(d).

Object detection in the proposed approach is formulated as finding configurations of line segments recovered from a given RGB-D image that are similar to the line segment configuration of the exemplar modeling a given shape class. Thus, we need to identify a subset of 3D line segments that best matches the exemplar. This computation is formulated here as finding maximum weight subgraphs (MWS) in a weighted correspondence graph. We begin with definitions of pairwise similarities of line segments.

**Similarity of 3D Vectors**

We use a set of straight line segments $S = \{B_1E_1, \cdots, B_nE_n\}$ to approximate object contours in 3D, where $B_i$ is the beginning point and $E_i$ is the endpoint of segment $B_iE_i$. An example is shown in Fig 2.8 (b). Since the line segments are oriented, they are vectors
in 3D, and from now on we treat them as vectors. For the model contour each line segment is represented with just one vector. In contrast, each contour line segment in 3D image is represented by two vectors that differ by their orientation.

Although we know the exact size of objects in 3D, the size of objects in the shape class may still vary significantly. To obtain a size-invariant vector representation, we characterize each $B_iE_i$ by its angle with a reference vector $r$ defined as

$$
\angle(B_iE_i, r) = \arccos\left(\frac{B_iE_i \cdot r}{||B_iE_i|| \cdot ||r||}\right) \in [0, \pi]
$$

(2.23)

We take vector $r = [0, 0, 1]$ representing the z-axis as the reference vector. Since 3D objects are supported by the floor, which is represented as xy-plane, the representation in (2.23) is invariant to the rotation around the z-axis. This means it is invariant to object location on the floor, under the assumption that the object is standing on the floor. To simplify the notation, we omit the direction $r$ below when possible, and use $\angle B_iE_i$ to represent the angle of vector $B_iE_i$ with z-axis.

Given the above angle-based segment representation, we treat two vectors as similar if they have similar angles with the z-axis. We compute this similarity value as

$$
\psi(B_iE_i, B_jE_j) = \exp\left(-\frac{(\angle B_iE_i - \angle B_jE_j)^2}{\sigma^2}\right)
$$

(2.24)

where $\sigma$ represents the tolerance of angle differences (it is set to $\frac{\pi}{3}$ in all our experiments).

**Similarity of Vector Configurations**

Let $E = \{B_1^eE_1^e, \cdots, B_m^eE_m^e\}$ be 3D vectors that represent an exemplar (model) of a given shape class, and let $S = \{B_1^sE_1^s, \cdots, B_n^sE_n^s\}$ be 3D vectors representing the vectors of the recovered 3D scene.
We construct a weighted association graph $G = (V, A)$ with $V = \mathcal{E} \times \mathcal{S}$. Hence each node represents a correspondence $u = (B^e_i E^e_i, B^s_j E^s_j)$ between a model vector $i$ and an image vector $j$. Consequently, there are $N = m \times n$ nodes in the graph.

We define now the entries of the adjacency matrix $A$. If $u = v = (B^e_i E^e_i, B^s_j E^s_j)$, then $A(u, u) = \psi(B^e_i E^e_i, B^s_j E^s_j)$, which simply the similarity of the angle with z-axis of both vectors. Given a pair of different correspondences $u \neq v$, where $u = (B^e_i E^e_i, B^s_j E^s_j)$ and $v = (B^e_k E^e_k, B^s_l E^s_l)$, the weight $A(u, v)$ between nodes $u$ and $v$ represents the consistency of the their assignments. We measure it by computing the similarity of the spatial configuration of exemplar vectors $B^e_i E^e_i, B^e_k E^e_k$ to the configuration of the 3D scene vectors $B^s_j E^s_j, B^s_l E^s_l$. For this we consider new vectors that join their start points. For example, in Fig. 2.10 vectors $B^e_i E^e_i, B^e_k E^e_k$ are the cyan lines in the model, and the new vector $B^e_i B^e_k$ is marked with the black dashed line while the new vector $E^e_i E^e_k$ is marked with the red dashed line. The same colors are used for the corresponding vectors in the 3D scene. The similarity of this configuration is determined by the similarity of the angles between the corresponding dashed vectors:

$$A(u, v) = \psi(B^e_i B^e_k, B^s_j B^s_l) \cdot \psi(E^e_i E^e_k, E^s_j E^s_l).$$  \hspace{1cm} (2.25)

**Mutex Constraints between Contour Vectors**

Compared to other graph matching frameworks, the key and unique property of our formulation is usage of qualitative spatial constraints, such as above/below or left/right or front/back. For example, if for a given pair $u = (B^e_i E^e_i, B^s_j E^s_j)$ and $v = (B^e_k E^e_k, B^s_l E^s_l)$, the model vector $B^e_k E^e_k$ is above vector $B^e_i E^e_i$, then we require the same for the corresponding vectors in the 3D scene, i.e., $B^s_k E^s_k$ should be above $B^s_i E^s_i$. By enforcing the qualitative geometric relations in the correspondence computation, we can significantly improve the
solution quality. In particular, the matching becomes robust to significant variance in shape and size of objects form a given class.

We define a symmetric mutex relation $M \subseteq V \times V$ between vertices of the graph defined in Section 2.11. It is represented with a binary matrix $M \in \{0, 1\}^{N \times N}$. If $M(u, v) = 1$ then the two vertices $u, v$ cannot belong to the same maximum clique. In other words, mutex represents incompatible vertices that cannot be selected together. Since a vertex cannot exclude itself, we set $M(u, u) = 0$ for all vertices $u \in V$.

Given a pair of two vertices representing the correspondences $u = (B^e_i E^e_i, B^s_j E^s_j)$ and $v = (B^e_k E^e_k, B^s_l E^s_l)$, where $u \neq v$, $M(u, v)$ represents the compatibility of the spatial relations between vectors $B^e_i E^e_i$ and $B^e_k E^e_k$ in the model, and $B^s_j E^s_j$ and $B^s_l E^s_l$ in the 3D scene. For example, if $B^e_i E^e_i$ is above $B^e_k E^e_k$ in the model and $B^s_j E^s_j$ is below $B^s_l E^s_l$ in the scene, then $M(u, v) = 1$. One the other hand, if $B^s_j E^s_j$ is also above $B^s_l E^s_l$, then $M(u, v) = 0$. Similarly, $M(u, v) = 1$ if front/back or left/right spatial relations are violated.

In order to define $M$ without checking different cases, we project the 4 points $B^e_i, E^e_i, B^e_k, E^e_k$ to vectors $B^e_i E^e_i$ and $B^e_k E^e_k$ in the model and the 4 points $B^s_j, E^s_j, B^s_l, E^s_l$ to vectors $B^s_j E^s_j$ and $B^s_l E^s_l$ in the scene. Then we check whether the two 1D orders on the projection lines are compatible. If yes, we set $M(u, v) = 0$, and if not, we set $M(u, v) = 1$. We skip the technical details, since they only require elementary 3D geometry and the limited space.

**Experiments**

*Chair* is an icon object class that has gained much attention form the beginning of AI. Although humans have no problem in identifying chairs, until today no artificial system is able to cope with chair detection. Chair detection is a challenging problem for most computer vision, detection algorithms [55], considering that the chair shape in 2D images varies significantly due to different viewpoints and due to resulting perspective distortion. Moreover, chairs come in different shapes and sizes. Therefore, we focus our performance
evaluation on chair detection. We selected a stand as the second object class, since it is visually very similar to the chair in that it usually has 4 legs supporting a flat rectangular surface on top. The main difference is that the stand does not have any back support and its legs are longer, e.g., see the left image in Fig. 2.11.

We collected a dataset containing 109 RGB-D images captured with the Kinect sensor. It contains a total of 213 chairs shown from many different view points and 40 stands. Our dataset also contains other objects that may be confused with chairs and stands like tables and trash cans as can be seen in Fig. 2.11. Moreover, may objects are occluded and are shown in many different views.

In order to demonstrate that our dataset is very challenging and in order to compare to state-of-the-art object detectors, we compare the performance of our approach to DPM by Felzenszwalb et al. [43] and to DPM-SIZE recently proposed in Janoch et al. in [64]. DPM-SIZE augments DPM with depth information. It utilizes the expected object sizes in 3D scenes to boost DPM performance. We also compare to the popular contour based detection method PAS by Ferrari et al. [47]. For a quantitative evaluation, we use recall-precision curves and average precision (AP) computed as described in [40].

The detection results of chairs are summarized in Fig. 3.4. The proposed approach achieves a significantly better AP value compared to DPM and to DPM-SIZE. Our AP is nearly 30% higher than the second best performing method DPM-SIZE [64]. Moreover, the fact that DPM-SIZE, DPM, and PAS have all very low recall clearly demonstrates that these methods cannot cope with significant view changes and perspective distortions. This comes at no surprise for DPM and PAS, since both methods are based on 2D image analysis. In contrast, the direct matching of 3D contours in 3D allows us to overcome the challenges of view changes and of perspective distortion. We stress that our approach does not require any training, as opposed to the other three approaches, and we only have one extremely simplistic chair model. Moreover, our chair model is not extracted from the test dataset.
The significance of the qualitative mutex constraints is demonstrated by the fact that the performance of our method drops by 10% when these constraints are not used. This in turn illustrates the importance of the utilized inference framework.

In Fig. 2.13, we show some detection results. As seen in Fig. 2.13(b), DPM [43], DPM-SIZE [64], PAS [47] missed many chairs. Adding 3D information about expected object sizes in the 3D scenes (DPM-SIZE [64]) is able to improve the performance of DPM, but still some chairs are missed. The main reason is that the initial detection is still performed in the 2D images (using sliding window processing of DPM).

We use the already trained version of DPM, which is publicly available on the authors’ webpage. DPM [43] attempts to solve the object detection problem by using a multiple components object model, and each component is aimed to capture the object appearance under certain view-point. The 2D chair appearance model of DPM is trained using images from [40] with thousands of chairs. We also tried to train DPM detector on half of our dataset and test on the other half as opposed to using the trained detector from images in [40]. This process yields a much worse AP of 0.01. However, the DPM detector is able to get 0.96 AP on training images. This again demonstrates how challenging is significant view point variance, and perspective distortion to state-of-the-art 2D object detectors. The expected size of the chair for DPM-SIZE was learned as described in [64]. We trained it on a random half of our dataset and test on the other half. This process was repeated 10 times. We also used the software of the authors of PAS [47] to perform experiments on our chair dataset. A shape is learned automatically using this software, following the same procedure as for size training of DPM-SIZE.

Since there does not exist any trained version of DPM for the class stand and our dataset exhibits too large view variance for training DPM, we only report the result of our detector with mutex constraints on the class stand in Fig. 2.14.
Discussion and Future Work

We only used one simplistic chair model, which differs in both size and shape from the various chairs captured in our dataset. This allows us to demonstrate the robustness of the proposed 3D matching framework. Our matching framework is also robust to occlusion, and of course, it is not influenced by viewpoint changes. Similarly, we only used one simplistic stand model.

However, more 3D contour models are needed to capture the intra-class variability. In particular, some chairs may only have one leg like the office chair shown in the right image in Fig. 2.11. Such models can be easily learned by clustering training objects using the proposed similarity measure.

One of the biggest challenges of our 3D contour-based object detection are objects without clear 3D contours like humans or sofas. For such objects, it is still possible to extract occluding contours from the RGB-D data, and those contours exhibit significantly lower variation than contours extracted from 2D RGB images. Also, the contour detection problem in RGB-D images is significantly simpler. However, the 3D occluding contours exhibit larger variation than intrinsic 3D contours of objects like chair or stand. Our future work will focus on matching the occluding 3D contours.

2.12 Random Matrix Tests

We observe that in all the experiments reported above the proposed algorithm converged to a discrete solution. The goal of this test is to examine under extreme conditions how often the proposed algorithm converges to a discrete solution after a reasonable upper bound on the number of iterations. We consider a task of matching two sets of 40 points. We construct a correspondence graph with 1600 nodes representing all pairs of these points. Then we construct a $1600 \times 1600$ affinity matrix $A$ of random entries drawn from a uniform distribution. The mutex matrix $M$ represents the one-to-one constraints. The maximum
possible number of iterations is set to 500 for both IPFP and our algorithm. We repeat this experiment 10000 times with different random matrices $A$.

which is 0.22%, while 9940 solutions were non discrete for IPFP, which is 99.4%.

2.13 Conclusions

As we observed many problems can be solved by finding maximum weight subgraphs that satisfy global mutex constraints expressed in quadratic equality form. This formulation enjoys great modeling flexibility in many applications, because mutex constraints significantly improve the quality of solutions when unary and binary potentials are unreliable, which is rather a rule than exception in real applications. However, many state-of-the-art general solvers cannot handle well global mutex constraints, since they lead to a large number of non-submodular terms with large values of the energy function. Because global mutex constraints are essential for adequately modeling many real problems, the non-submodular terms cannot be ignored. Therefore, we propose a novel algorithm for computing maximum weight subgraphs that satisfy global mutex constraints. As demonstrated by the experimental results it significantly outperforms the state-of-the-art general solvers IPFP, LBP, QPBO, QPBOP, QPBOI, and QPBOP+I as well as application specific algorithms. In addition, we demonstrate the effectiveness of MWSs framework for solving a video object segmentation problem, in which a state-of-the-art segmentation accuracy is achieved.
Figure 2.2: Some image reconstruction results for puzzles with 48 patches: first row: LBP, second row: QPBOP + I, third row: IPFP. Fourth row: our algorithm. The fifth row shows the original images. The anchor patches are marked in red.
Figure 2.3: Our object segmentation results on two videos Yu-Na Kim and Waterski from [56].

Figure 2.4: Object proposals produced by [39]. (a) A video frame (b) Proposals ranked in order of "objectness".

Figure 2.5: (a) A single frame and the probabilities of the foreground object $\gamma_i = 1$. (b) Color prob. $P^c_i(\gamma_i)$. (c) Location prob. $P^l_i(\gamma_i)$. (d) The joint foreground prob. $P^c_i(\gamma_i) \cdot P^l_i(\gamma_i)$
Figure 2.6: Segmentation results. Best viewed in color.
Figure 2.7: The trajectories of centroids of selected regions, green dots connected with red lines, overlaid over the first frame. (a) when inter-frame proximity mutex constraints are used and (b) when inter-frame proximity mutex constraints are not used.

Figure 2.8: An RGB image in (a) and the corresponding depth map in (b). The 3D points recovered from (a) are shown in (c). We recover 3D contour fragments, shown in different colors in (d) from edge fragments in (b). The line segments of two detected chairs in (d) are shown in green and red in (e). They are detected by matching segments of a single model shown in (f) to the segments in (d).
Figure 2.9: A recovered 3D scene from a single RGB-D image. Contours of 3D objects are represented with 3D line segments. Object detection is performed by finding MWSs in the correspondence graph composed of pairs (model segment, 3D scene segment). We mark with the same colors the corresponding segments for three detected chairs shown in red, green, and blue in the 3D scene.

Figure 2.10: Similarity of the two configurations of cyan lines is defined as similarity of the angles between two black dashed vectors and between two red dashed vectors.
Figure 2.11: Example images in our chair-stand dataset.

Figure 2.12: Recall-Precision and AP comparison for the class chair.
Figure 2.13: Some chair detection results. (a) ground truth, (b) DPM [43], (c) DPM-SIZE [64]. (d) PAS [47] with transformed model shown with dots, and (e) The proposed method with results shown on depth map to stress that they are obtained in 3D.
Figure 2.14: Recall-Precision and AP of our detector with mutex constraints on class stand.
Chapter 3

Graph Transduction Learning with Connectivity Constraints with Application to Multiple Foreground Cosegmentation
3.1 Introduction

Given multiple images sharing overlapping contents, the goal of image cosegmentation is to simultaneously divide these images into non-overlapping regions of foreground and background. In an unsupervised setting, foreground is defined as the common regions that repeatedly occur across the input images [119]. In an interactive or supervised setting [7], some foreground objects are explicitly assigned by an user as the regions of interest.

Kim and Xing [69] has recently proposed a multiple foreground cosegmentation (M-FC) task, in which \( K \) different foreground objects need to be jointly segmented from a group of \( M \) input images. This scenario is very realistic, since not all objects need to appear in each image, i.e., each of images contains a different and unknown subset of the \( K \) objects. Three example images from the same group are shown in the first column of Fig. 3.1. This task contrasts the classical cosegmentation problem dealt with by most existing algorithms [60, 7, 119, 67, 70, 146, 148], where a much simpler and less realistic setting is usually assumed by requiring that the same set of objects occurs in every image. While this assumption provides a relatively strong prior which has been utilized by most of cosegmentation algorithms, it severely limits the application scope of these cosegmentation algorithms, since it is not valid for most real photo collections.

The fact that the MFC problem does not assume that each objects appears in every image, brings serious challenges to the cosegmentation algorithms, which is addressed [69]. There are two iterative steps, foreground modeling and region assignment. The region assignment subproblem is solved by assuming foreground model is given. The authors of [69] consider two settings: supervised and unsupervised. In the supervised setting, it is straightforward that foreground model can be built through objects labeled by users in the training images. In the unsupervised setting, foreground model can be initialized by running unsupervised cosegmentation method [70, 66]. As clearly demonstrated in [69], the segmentation results in the supervised setting are significantly better. Their supervised setting is still very realistic from the point of view of real applications, since only a very
Figure 3.1: Multiple Foreground cosegmentation results on three images of the scene Apple+Picking. First Columns: original images. Second Columns: the results of an excellent graph transduction SSL method RLGC [151]. Third Column: results of the proposed GTC. Compared to RLGC, GTC improves the consistency of label assignment by enforcing connectivity of regions with the same label.

A small number of objects of interest must be marked by the user. Only 20% of images is used from groups of images containing 10 to 20 images. For example, this means that the user only needs to mark the objects in 2 out of 10 images. Since this supervised setting contains a very small number of training data, which is very challenging for supervised learning methods.

Our contribution is based on the observation that this is an ideal setting for semi-supervised learning (SSL). In particular, we formulate this problem as graph transduction SSL, which has demonstrated impressive results on many tasks, especially when there exists only a small amount of labeled data samples. Compared to supervised methods, its
main advantage relies on using both labeled and unlabeled data during the training process, which yields considerable improvement in labeling accuracy, e.g., [158, 160, 151].

However, the label propagation accuracy in graph transduction SSL highly depends on how reliable the similarity of graph nodes is. Since in the MFC application, the nodes represent image regions (segments or superpixels), their similarity is neither very discriminative nor particularly stable. In particular, due to large appearance variations of the same objects in different images, segments belonging to different objects may accidently have higher similarity than segments belonging to the same object.

To address this problem, we propose to constrain graph transduction SSL framework by integrating global connectivity constraints. In other words, we enforce that segments assigned the same label form connected regions in each image. Connectivity is naturally motivated by the human visual perception, and connectedness is a very intuitive and effective criterion for object segmentation, as has been demonstrated in [144, 100] in the context of supervised image segmentation.

As in [69], for a given set of images containing common objects, we first perform over-segmentation to obtain several segments for each image separately. While [69] uses a spatial pyramid as the objects model, we only utilize color SIFT and use bag-of-word (BoW) model to represent segments. Although using BoW enjoys some robustness to the object variations, such as changes in shape and orientation, it also makes the similarity between segments not very discriminative, which in turn significantly degrades the labeling results of SSL methods. To demonstrate this, we examine segmentation results by labeling in Fig. 3.1. The second column shows the results of an SSL excellent method introduced in [151]. We call it regularized local and global consistency (RLGC). We can see that many disconnected regions are wrongly assigned the same labels because of their similar color and texture, for example, the face of baby and apple basket. This happens because in standard graph transduction SSL framework, each segment is taken out-of-context and labeled independently. While this is suitable for general SSL inference problem, it is clearly
suboptimal in our application. In particular, while the segment graph encodes the visual similarity between pairs of segments, the spatial information between segments in the same image is totally neglected. This information is expressed as connectivity in the proposed framework.

In our graph-based formulation, if nodes representing segments from the same image share the same class label, they must form a connected subgraph [68]. This is a global property and it introduces high-order constraints. As shown in [100], although it is an exponential problem (with respect to the number of nodes) to examine if two nodes are connected, finding the most violated connectivity constraint can be done efficiently in polynomial time. Moreover, each such constraint can be represented as a linear inequality.

To solve a SSL problem formulated with connectivity constraints in graph transduction formulation, we design a cutting-plane algorithm, in which we iterate between solving a convex problem of label propagation with linear inequality constraints, and finding the most violated constraint. We investigate two versions of our method.

The output of most graph transduction SSL methods, e.g. [158, 151], represents the confidence of assigning data points to all labels. The discretization step is then performed on each unlabeled data point independently, by simply assigning the label with the largest confidence. The first version of our method enforce the connectivity constraints at the final discretization step of label confidences obtained through SSL learning. This can be considered as a postprocessing method, and could be applied to any SSL method. It can be solved as linear programming with linear inequality constraints.

More importantly, in the second version, we integrate the graph transduction formulation with connectivity constraints, and solve it as a convex quadratic programming with linear inequality constraints. We call this method graph transduction with connectivity constraints (GTC). Its segmentation examples are shown in the third column of Fig. 3.1. As can be seen it significantly improves on label assignment of RLG (second column). In particular, the baby face belongs to the baby not to the basket anymore. It even can correct
wrong labels as can be seen in the first row, where the basket is wrongly labeled as baby by RLGC, which is corrected by GTC. We have a similar case for the basket in the second row. This examples as well as our experimental results in Section 3.6 clearly demonstrate that the connectivity information can be used to increase the robustness of SSL methods.

We evaluate the proposed approach on real world MFC application on FlickrMFC dataset. It significantly outperforms the MFC method in [69] and other state-of-the-art cosegmentation methods.

The remainder of this paper is organized as follow: The related work is introduced in Section 3.2. In Section 3.3, we revisit the standard graph transduction SSL framework. In Sections 3.4 and 3.5, we introduce the proposed integration of connectivity constraints into the graph transduction framework, and derive a method to solve it efficiently.

### 3.2 Related Work

Many approaches have been proposed to solve the image cosegmentation problem [60, 7, 119, 67, 70, 146, 148]. All these approaches only consider two class (foreground/background) cosegmentation problem. The initial model presented in [119] provides a framework to enforce consistency among two foreground histograms in addition to the Marov Random Field (MRF) segmentation terms for each image. In [67], a discriminative clustering formulation is adopted, in which the goal is to assign foreground/background labels jointly to all images so that a supervised classifier trained with these labels leads to maximal separation of the two classes. Recently, a Random Walker based method is proposed in [30], and is shown to be an effective framework for cosegmentation problem complementary to MRF formulation. While our method shares similar properties as [67] and [30], in the sense that we also have a graph formulation and utilize the normalized graph Laplacian, we have a very different goal for constructing the graph, consequently, the definitions of nodes and edges in the graph are also very
different. In particular, for both [67] and [30], image pixels are taken as nodes, and edges only exist locally between pairs of nearby pixels. This follows the standard framework of spectral clustering for image segmentation [124]. In our method, the graph is constructed using segments as nodes, and the edges exist between every pair of segments, because the graph is used for the purpose of propagating the labels from labeled segments to unlabeled segments following the graph transduction SSL framework.

Semi-supervised learning is the intermediate range of the spectrum between supervised methods and unsupervised methods. It has been widely used to solve many kinds of machine learning and computer vision problems. In [157], Zeisl et al. combined SSL with multiple instance learning to solve the object tracking problem. Fergus et al. [44] introduced a linear SSL method to label tiny images among a gigantic image collections. In [57], SSL method is used to associate keywords (side information) of labeled and unlabeled images, so that a stronger classifier can be obtained for the image classification task. A SSL based hashing method is proposed in [152] for image retrieval. Recently, SSL is used in [129] for solving scene categorization task, where constraints based on mutual exclusion and comparative attributes are imposed. In [150], SSL has been applied to improve the affinity metric for single image segmentation. Our approach is very different from these SSL applications to computer vision problems. To our best knowledge, this is for the first time that connectivity constraints are considered in the SSL framework.

3.3 Semi-supervised Learning (SSL)

In this section, we will first introduce how do we construct the segment graph in Sec 3.3.1 And in Sec 3.3.2, we will review how to use the graph transduction method to solve a standard semi-supervised learning problem. Finally, in Sec 3.5, we focus on how to impose the connectivity constraints under semi-supervised learning framework and how to solve it efficiently.
3.3.1 Segment Graph Construction

Given a set of images which contain multiple common objects, we first divide each image $I_m$ into segments (or superpixels) $S_m = \{s_m^1, \ldots, s_m^K\}$. Set $V$ be the set of the segments in all images. Any segmentation algorithm can be used here. We used submodular image segmentation method introduced in [70]. We assume that segments in a small number of images are labeled with object categories. We are given a small set of labeled segments, and a large majority of unlabeled segments. Our goal is to infer a label for each unlabeled segment.

We define a weighted graph $G = (V, W)$, where $W$ is a nonnegative matrix representing the pairwise similarity of image segments, which is defined as follows. For each segment $s_i$, we compute its ColorSIFT descriptor [142] and quantize them according to a codebook. Then a bag-of-words histogram $x_i$ is used to represent segment $s_i$. For two nodes $i$ and $j$ representing two different segments $s_i$ and $s_j$, the weight $w_{ij}$ is computed using a RBF kernel:

$$w_{ij} = \exp\left(-\frac{d(x_i, x_j)^2}{2\sigma^2}\right)$$

(3.1)

where $d(x_i, x_j)$ computes the $\chi^2$ distance between $x_i$ and $x_j$, and $\sigma$ is the kernel bandwidth parameter. We follow [23] to compute $\sigma$. In particular, $\sigma = \bar{dist}_k/3$, where $\bar{dist}_k$ is the average distance between each sample and its $k$th nearest neighbor. Since sparsity is important to remove noise and it has been proved that semi-supervised learning algorithms are more robust when run on a sparse graphs [65], we set $w_{ij} = 0$, if $i \notin kNN(j)$, where $kNN$ denotes the set of $k$ nearest neighbors ($k$ is the same as used in computing $\sigma$).

3.3.2 Graph Transduction for SSL

We assign the class labels to unlabeled image segments in a standard graph-based semi-supervised learning framework, which we review here. Let the node degree matrix $D = \text{diag}([d_1, \cdots, d_N])$ be defined as $d_i = \sum_{j=1}^{N} w_{ij}$, where $N = |V|$. The binary label matrix
$Y \in \{0, 1\}^{N \times C}$ is defined as $y_{il} = 1$ if node $s_i$ has label $l \in L$ and $y_{il} = 0$ otherwise, where $C$ is the number of labels in $L$. We also assume that $\sum_l y_{il} \leq 1$ for every node $i$ meaning that each node can have at most one class label. The normalized graph Laplacian is defined as $L = D^{-1/2}(D - W)D^{-1/2}$.

Graph-based semi-supervised learning methods propagate label information from labeled nodes to unlabeled nodes [160]. Most methods define a continuous variable $F \in \mathbb{R}^{N \times C}$ that is estimated on the graph to minimize a cost function. The cost function typically used has two tradeoff terms. One term is used to measure the smoothness of the function on the graph of both labeled and unlabeled data, with the second term used to measure the fitness between $F$ and the label information for the labeled nodes. In particular, we follow the formulation introduced in [151]. We call the method regularized local and global consistency (RLGC), since it modifies the cost function from the classic local and global consistency (LGC) method [158] by adding a node regularizer $R$:

$$Q(F) = \text{tr}\{F^T L F + \mu (F - RY^T)(F - RY^T)\}, \quad (3.2)$$

where $\mu$ is a constant. The matrix $R$ is used to balance the influence of labels from different classes. It works as node regularizer that normalizes labels within each class based on node degrees. This is very important for the problems with highly unbalanced labeled nodes, which is the case for our application. $R = \text{diag}(r)$ in which $r = [r_1, \ldots, r_N]$ is computed as

$$r_i = \begin{cases} \frac{1}{C} \cdot \frac{d_i}{\sum_k y_{ik}d_k} & \text{if } \exists l \in L \ y_{il} = 1 \\ 0 & \text{otherwise}. \end{cases} \quad (3.3)$$

Due to the convexity of the cost function in (3.2), we obtain a closed form solution by zeroing the partial derivative $\frac{\partial Q}{\partial F} = 0$. With simple algebra, we can derive

$$F^* = (\frac{L}{\mu} + I)^{-1} RY = PRY \quad (3.4)$$

102
where \( P = (\frac{L}{\mu} + I)^{-1} \) as the propagation matrix [158].

After obtaining the continuous solution \( F^* \in \mathbb{R}^{N \times C} \), we need to binarize it into \( Y^* \in \{0, 1\}^{N \times C} \). As is usually the case in graph transduction SSL, this is a simple argmax step: for every node \( i \) determine \( l^* = \arg \max_l F^*_il \), and then set \( Y^*_il = 1 \) if \( l = l^* \) and \( Y^*_il = 0 \) if \( l \neq l^* \).

### 3.4 Constrained SSL

According to the cost function defined in (3.2), to solve the SSL problem, we need to solve a QP problem defined on continuous variable \( F \in \mathbb{R}^{N \times C} \). In this section we extend this problem by adding linear constraints to enforce connectivity.

Let \( C \) denotes a set of matrices \( M \in \{ -1, 0, 1 \}^{C \times N} \) representing linear constraints. We consider the following constrained formulation of Eq. (3.2):

\[
Q(F) = \text{tr}\{F^TLF + \mu(F - RY^T)(F - RY^T)\}
\]

\[
s.t. \quad \text{tr}(MF) \leq 1, \quad \forall M \in C.
\]

With an empty constraints set \( C \), minimizing (3.5) is equivalent to minimizing (3.2). Hence it is a convex QP problem and it has a closed form solution \( F \) as shown (3.4). With a non-empty set of linear constraints, convexity still holds. Although the closed form solution cannot be derived, problem (3.5) can be solved efficiently by many existing solvers. In this work, we use IBM CPLEX (v12.4) to get the optimal solution.

### 3.5 Enforcing Connectivity Constraints in SSL

Before we give the formal definition of the connectivity constraints, we first introduce a binary adjacency graph \( G = (V, A) \) to represent the spatial adjacency of segments, i.e., \( A(i, j) = 1 \) if two segments \( s_i, s_j \) belong to the same image and are adjacent and \( A(i, j) = \)
Figure 3.2: (a) Original image (b) Segments and adjacent graph (c) A simple adjacency graph. For a pair of nodes \((i, j)\), there are three vertex-separator sets \(\{a, b\}\), \(\{a, c\}\) and \(\{a, b, c\}\). Only \(\{a, b\}\) and \(\{a, c\}\) are essential vertex-separator sets.

0 otherwise. Let \(\text{conn}(G)\) denotes the set of all connected subgraphs of \(G\). Of course, the nodes of each connected subgraph must represent segments belonging to the same image.

Each subgraph of \(G\) can be expressed with an indicator vector \(u \in \{0, 1\}^N\). Hence we can identify \(\text{conn}(G)\) with the set of indicator vectors \(u \in \{0, 1\}^N\) representing connected subgraphs of \(G\), i.e., \(\text{conn}(G) \subset P(\{0, 1\}^N)\). By taking the convex hull of \(\text{conn}(G)\) we obtain a polytope \(Z = \text{conv}(\text{conn}(G)) \subset [0, 1]^N\), where \([0, 1]^N\) is the \(N\)-dimensional hypercube. We call \(Z\) a connected subgraph polytope of \(G\).

The most well-known problem defined on \(Z\) is finding maximum-weight connected subgraph. As proved in [68], even with a linear target function in this problem, it is NP-hard to optimize. Therefore, to make an optimization problem defined on \(Z\) to be polynomially solvable, we have to relax \(Z\). To do this, we follow the method introduced in [100]. It is proved that each facet of \(Z\) can be defined by a linear inequality equation. For a better characterization of the facet, we need to define vertex-separator sets [100], as follows:

Given an undirected graph \(G = (V, A)\), for any pair of vertices \(i, j \in V, i \neq j, A(i, j) = 0\), the set \(S \subseteq V \setminus \{i, j\}\) is said to be a vertex-separator set with respect to \(\{i, j\}\) if the removal of \(S\) from \(G\) disconnects \(i\) and \(j\), which means that there exists no path between \(i\) and \(j\) in the subgraph with the vertex set \(V \setminus S\).
In addition, we define $\bar{S}$ as an *essential vertex-separator set* if it is a vertex-separator set with respect to \{i, j\} and any strict subset $T \subset \bar{S}$ is not. We denote with $\mathcal{S}(i, j)$ the set of all essential vertex-separator sets with respect to \{i, j\}. An example of essential vertex-separator sets is shown in Fig 3.2(c).

The proposed SSL algorithm with connectivity constraints is an iterative cutting-plane method. It alternates between solving a convex quadratic programming (QP) with linear inequality constraints (3.5) according to graph $(G, W)$, and adding a new connectivity constraint (facet) according to graph $(G, A)$.

Let $\mathbf{F}^t$ be a solution of (3.5) obtained at iteration $t$. We need to examine whether $\mathbf{F}^t$ violates the connectivity constraints. In order to do this, we need to define the connectivity constraints as linear constraints. Since our goal is to enforce connectivity of image segments belonging to the same object, i.e., having the same label, for a pair of segments $s_i$ and $s_j$ we only check the connectivity constraints if they are in the same image and have the same label $l$. We denote with $\mathcal{H}$ a set of all triples $(i, j, l)$ such that $s_i$ and $s_j$ are in the same image, are not adjacent, i.e., $A(i, j) = 0$, and the probability for both segments have label $l \in L$ is positive, i.e., $F^t_{il}, F^t_{jl} > 0$. We call $\mathcal{H}$ a *check condition set*, since only for triples in $\mathcal{H}$ the connectivity condition needs to be checked.

As proved in [100], each facet of the polytope containing $Z$ is defined by the following linear inequality for a label $l \in L$ and for all pairs $(i, j)$ such that $(i, j, l) \in \mathcal{H}$:

$$\mathbf{F}^t_{il} + \mathbf{F}^t_{jl} - \sum_{k \in \mathcal{S}} \mathbf{F}^t_{kl} - 1 \leq 0, \forall \mathcal{S} \in \mathcal{S}(i, j)$$

(3.6)

For a triple $(i, j, l) \in \mathcal{H}$, proving that no violated inequality exists or finding the most violated inequality in (3.6), which is given by

$$S^*(i, j, l) = \arg \max_{\mathcal{S} \subseteq \mathcal{S}(i, j)} \sum_{k \in \mathcal{S}} \mathbf{F}^t_{kl},$$

(3.7)
can be solved efficiently by computing max-flow \(^1\) on an auxiliary directed graph. More
details on how to construct the auxiliary directed graph can be found in [100].

Then find \((i^*, j^*, l^*) \in \mathcal{H}\) with the largest violation as

\[
(i^*, j^*, l^*) = \arg \max_{(i,j,l) \in \mathcal{H}} \sum_{k \in S^*(i,j,l)} F_{kl}
\]  

(3.8)

Let \(S^*(i^*, j^*, l^*)\) be the vertex-separator set that yields the maximum value in (3.8). If

\[
F_{il}^t + F_{jl}^t - \sum_{k \in S^*(i^*, j^*, l^*)} F_{kl}^t - 1 \leq 0,
\]  

(3.9)

the iterative process stops, since no constraints are violated. Otherwise, there is constraint
violated, and it can be represented by the \(l^*\)th column in \(M\), with \(M_{i^*l^*}, M_{j^*l^*} = 1\), and
\(M_{kl^*} = -1\) if \(k \in S^*(i^*, j^*, l^*)\), and \(M_{kl^*} = 0\) otherwise. Then \(M\) is added to the constraint
set \(C\), and in next iteration, we solve Eq. (3.5) with the updated \(C\). This iterative process
stops when no constraints are violated, or the change between \(F^t\) and \(F^{t+1}\) is smaller than
a threshold.

Finally, the output \(F^*\) is binarized to the label indicator \(Y^*\) the same way as at the end of
Section 3.3.2: for every node \(i\) determine \(l^* = \arg \max_l F_{il}^*, \) and then set \(Y_{il}^* = 1\) if \(l = l^*\)
and \(Y_{il}^* = 0\) if \(l \neq l^*\).

We call the proposed method **graph transduction with connectivity constraints**
\((\text{GTC})\), since it integrates RLG C graph transduction formulation and global connectivity
constraints. The entire algorithm is described in Alg. 1.

In Fig. 3.3, we visualize some examples of the most violated connectivity constraints
discovered by our algorithm. For each left image, we use two green dots to show the pair of
segments with the same label that are not connected. Essential vertex-separator set, which
corresponds to the violated constraints, is shown using blue dots. We do not show the actual
segments for better visualization. The edges are shown as black lines. In the right image,
we show the result of resolved constraints after the next iteration. In particular, it should be noticed that there are two ways to resolve the constraints. One is to change the label for either of the two green dots so that two segments are no longer with the same label. The other one is to change the labels of some of the separating segments marked in blue dots to the label of the segments with green dots, which makes the two green dots segments connected. As the examples illustrate, our algorithms automatically determines which of the two kinds of solutions is better.

For any semi-supervised learning method that yields a continuous label confidence matrix $F^*$, it is only possible to impose the connectivity constraints at the final binarization step of $F^*$. For this we formulate the binarization step as solving a linear MRF problem with the connectivity constraints:

$$Y^* = \arg \max_{Y \in \{0,1\}^{N \times C}} \sum_{i=1}^{N} \sum_{l=1}^{C} Y_{il} F_{il}^*$$

$$s.t. \quad \text{tr}(MY) \leq 1, \quad \forall M \in \mathcal{C}, \quad \sum_{i=1}^{C} Y_{il} = 1.$$

This constrained problem can be solved using our GTC framework presented above (by only replacing the target function in (3.5) with the linear target function in (3.10)).
can be considered as a postprocessing step, and it can be applied to any semi-supervised learning method. We name this method as **GTCP**, where \( P \) stands for postprocessing.

If the constraint set \( \mathcal{C} \) is empty, the solution of (3.10) is simply the argmax rule, as described at the end of Section 3.3.2, which is a standard binarization procedure for graph transduction SSL algorithms. Hence the proposed GTCP can be viewed as binarization of SSL solutions with connectivity constraints.

To summarize, RLGC solves the problem under a standard SSL framework, where only affinity graph \((G, W)\) is utilized, and the connectivity between nodes is not considered. In GTCP, the constraints are considered, but only at the final binarization step of label confidences. For GTC, we integrate connectivity with RLGC in an iterative framework. By utilizing the additional information from adjacent graph \((G, A)\), GTC can improve the
label propagation process by increasing its robustness to the unstable affinity measurement in \((G, W)\). This is demonstrated by the experimental results in the next section.

**Time Complexity:** For the proposed GTC algorithm, in each iteration, solving convex QP with inequality constraints is very efficient. The main computation comes from finding the most violated connectivity constraints. However, this is carried out for each image and for each label independently. Therefore, if there are \(M\) images each decomposed into at most \(K\) segments, we only need to solve max-flow problem for at most \(MCK^2\) times, where we recall that \(C\) is the number of object classes. In our method, \(K\) is usually a very small number (we follow [69], and obtain \(K = 18\) segments using [70]). Also, this computation can be easily parallelized, which would further reduce the computation time.

### 3.6 Experimental Evaluation

We evaluate the proposed approach on a realistic and very challenging dataset called FlickrMFC dataset [69]. It consists 14 groups of images. Each group has 10 to 20 images, which are sampled from a Flickr photo stream. A finite number of repeating objects is contained in the same group, but the objects are not present in every image.

We follow the protocol of the interactive multiple foreground cosegmentation in [69], in which for each image group, 20\% of images are randomly selected as training images, and the objects label in those images are provided. The labels represent a manual input of an user who marks the regions with main objects. The rest of images is used for testing. For each image set, 10 random splits is used, and the segmentation accuracy is averaged.

To evaluate the segmentation accuracy, the standard metric of PASCAL challenges is adopted, in which the intersection-over-union metric is measured. In particular, we follow the evaluation metric used in [69], where the segmentation accuracy is computed as 
\[
\frac{\text{GT} \cap \text{R}}{\text{GT} \cup \text{R}}.
\]

\(^2\text{http://www.cs.cmu.edu/~gunhee/r\_mfc.html}\)
Figure 3.4: Comparison of the segmentation accuracy of RLGC, GTCP and GTC on 14 image groups in FlickrMFC dataset.

We compare our methods GTCP and GTC to the state-of-the-arts methods that have been evaluated on this dataset. The results are reported in Table 3.1 as the average accuracy over all 14 image sets. MFC-S [69] and our method can be viewed as typical SSL methods, since both require a small number of labeled data (labeled foreground objects in training images). The algorithm CoSand (COS) [70] and the discriminative clustering method (DC) [67], are not designed to handle irregularly appearing multiple foreground objects. Hence they require that all images are first manually divided into several subgroups so that the images of each subgroup share the same foreground object. Hence they also require user input, although no label information need to be explicitly provided as in a semi-supervised scenario. Only LDA-based unsupervised localization method (LDA) [120] is truly unsupervised. The results of LDA, DC, COS, MFC-S are copied from [69].

As can be seen in Table 3.1, the performance of RLGC [151], which belongs to classic graph transduction SSL methods, is comparable to MFC-S. This demonstrates the effectiveness of solving MFC problem in SSL framework, and in particular, the benefits of utilizing unlabeled data in addition to labeled data for label inference. Our postprocessing method GTCP applied directly to the label confidence scores of RLGC is able to significantly increase the segmentation accuracy, which demonstrates the benefits of the global connectivity constraints. Finally, our main proposed method GTC significantly outperforms all other methods. In particular, it increased the segmentation accuracy of MFC-S by 14%. Moreover, the fact that GTC outperforms our postprocessing method GTCP by over 7% shows the importance of enforcing the global connectivity constraints directly in
Figure 3.5: Examples of segmentation results on FlickrMFC dataset. First row: original images. Second row: segmentation results by RLGC. Third row: segmentation results by the proposed GTC. Fourth row: figure-ground segmentation results by GTC.

the graph transduction SSL framework. Some example segmentation results of GTC are shown in Fig. 3.5.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Acc</td>
<td>25.2</td>
<td>31.3</td>
<td>32.1</td>
<td>48.2</td>
<td>47.6</td>
<td>55.0</td>
<td>62.6</td>
</tr>
</tbody>
</table>

Table 3.1: Average segmentation accuracy (PASCAL intersection-over-union metric) on FlickerMFC dataset from [69].

We also give a detailed comparison of the segmentation accuracy of RLGC, GTCP and GTC on the 14 image groups in FlickerMFC dataset in Fig. 3.4. GTC outperforms RLGC and GTCP on all 14 groups of images except fishing.
3.7 Conclusion

In this work, we integrate the global connectivity constraints with graph transduction learning framework to address a very challenging task: multiple foreground cosegmentation. Connectivity constraints are naturally motivated by human visual perception in that we prefer to identify objects as connected image regions. They play a similar role in our approach by enforcing consistent class label assignment to connected image regions, which significantly improves the segmentation results. State-of-the art results are achieved on the benchmark dataset FlickrMFC, which clearly demonstrates the effectiveness of the proposed approach.
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