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1. In a network that has a maximum TPDU size of 128 bytes, a maximum TPDU lifetime of 30 sec, and an 8-bit sequence number, what is the maximum data rate per connection?

Assumption1: data rate excluding IP and Ethernet overhead.

Maximum TPDU = 128 bytes

Maximum lifetime = 30 sec


Length of sequence number = 8 bits


Maximum data rate = 128 * 8 * (2^8 / 128) / 30 = 68.27 bits/sec
Assumption2: data rate including IP and Ethernet overhead.
Maximum TPDU = 128 bytes

Maximum lifetime = 30 sec


Length of sequence number = 8 bits

IP header = 20 bytes

Ethernet header = 8 + 6 + 6 + 2 bytes

Ethernet checksum = 4 bytes

Maximum data rate = (128 + 20 + 22 + 4) * 8 * (2^8 / 128) (bits)/30 (sec) 

   


        = 174 * 8 * (2^8 / 128) bits/ 30 sec

 


        = 92.8 Mbps
2. Give three reasons why all the fields relating to fragmentation were removed in IPv6.

(1) All IPv6-conformant hosts are expected to dynamically determine the datagram size to use. This rule makes fragmentation less likely to occur in the first place.

(2) The minimum has been raised from 576 to 1280 to allow 1024 bytes of data and many headers. 

(3) When a host sends an IPv6 packet that is too large, instead of fragmenting it, the router that is unable to forward it sends back an error message. This message tells the host to break up all future packets to that destination. Having the host send packets that are the right size in the first place is ultimately much more efficient than having the routers fragment them.

3. The set of IP addresses from 29.18.0.0 to 29.18.128.255 has been aggregated to 29.18.0.0/16. However, there is a gap of 1024 unassigned addresses from 29.18.60.0 to 29.18.63.255 that are now suddenly assigned to a host using a different outgoing line. Is it now necessary to split up the aggregate address into its constituent blocks, add the new block to the table, and then see if any re-aggregation is possible? If not, what can be done instead?

No. Instead, the new aggregation entry can be added in the table using 29.18.60.0/22 as a subnet mask. Since a segment is forwarded to the longest path, the new hosts between 29.18.60.0 to 29.18.63.255 will be forwarded to the right outgoing line.
4. If the TCP round-trip time, RTT, is currently 30 msec and the following acknowledgements come in after 26, 32, and 24 msec, respectively, what is the new RTT estimate using the Jacobson algorithm? Use α = 0.9.

RTT = 30 msec

RTT1 = 0.9 * 30 + (1 – 0.9) * 26 = 29.6

RTT2 = 0.9 * 29.6 + (1 – 0.9) * 32 = 29.84

RTT3 = 0.9 * 29.84 + (1- 0.9) * 24 = 29.256

The new round trip time is 29.256 msec
5. DNS uses UDP instead of TCP. If a DNS packet is lost, there is no automatic recovery. Does this cause a problem, and if so, how is it solved?

If a DNS client fails to get a response before its timer goes off, it normally will try another server next time. The assumption here is that the server is probably down, rather than that the request or reply got lost. Therefore, it does not cause a serious problem.
