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TITLE:
Background learning and letter detection using texture with PCA
OBJECTIVE: We wish to use background learning to facilitate the letter recognition process by reducing the total area to be scanned for detecting letters. In any image, a region is a connected component, and the boundary of a region is the set of pixels in the region that have one or more neighbors that are not in the region. Points not in the boundary or region are called background points. For any given document image that contains letters, we wish to distinguish the regions from the background. In that way we can exclude the background from further processing and concentrate of the foreground regions containing letters. An important approach for describing a region is to quantify its texture content. We wish to use textures to identify the regions containing letters.

BACKGROUND: Texture can be defined as that where "there is a significant variation in intensity levels between nearby pixels; that is, at the limit of resolution, there is non-homogeneity". One popular technique capable of deriving low dimensional representation is Principal Component Analysis (PCA), which is applied extensively to identify texture of images. Principal component analysis (PCA) involves a mathematical procedure that transforms a number of possibly correlated variables into a smaller number of uncorrelated variables called principal components. The first principal component accounts for as much of the variability in the data as possible, and each succeeding component accounts for as much of the remaining variability as possible. Since images are array of data points with each point representing color, PCA can be used for reducing the image data (extracting features) to smaller dimension to represent the image qualities. The reduced feature represents the spatial distribution of the pixel gray values.
PROPOSAL APPROACH: 

We intend to implement Background learning for letter detection in the following manner:

· Given a document image we first convert it to a gray level image. Since we are working with local texture representation only, this is not going to effect the processing of the image.
· Then we divide the document image into sub-images where all sub-images are non-overlapping blocks of a specific size (We intend to use height = 32 and width = 32 pixels)
· Normalize each sub-image independent of the other sub-images by subtracting the mean of the sub-image from each pixel. This would help in getting rid of any deviation that a specific sub-image might have from the other sub-images, for instance difference in brightness.
· We then wish to use the sub-images to compute the principal components using PCA.
· Use first few principal components to obtain a projection matrix EV to project each sub-image to an n-dimensional vector that constitutes its texture representation. The number of principal components to be used would be decided on an image-to-image basis.

· We now project all sub-images to their texture representation as n-dimensional vectors.

· Now we use this background learning to exclude background sub-images from further image processing.

· The remaining sub-images are the informative ones. We can now use the remaining sub-images for letter detection. We intend to use letter detection techniques on the original document image and on the modified image to compare the efficiency the background learning method provided.

· We intend to develop a MATLAB program to do the above-mentioned processing and then use it on several document images to compare the performance of this procedure and try to further improve it.
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